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Abstract

We are concerned with the Lévy measure density corresponding to the inverse local time at the regular end point for a harmonic transform of a one-dimensional diffusion process. We show that the Lévy measure density is represented as the Laplace transform of the spectral measure corresponding to the original diffusion process, where the absorbing boundary condition is posed at the end point whenever it is regular.
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§1. Introduction

Let $s$ be a continuous increasing function on an open interval $I = (l_1, l_2)$, where $-\infty \leq l_1 < l_2 \leq \infty$, let $m$ be a right continuous increasing function on $I$, and let $k$ be a right continuous nondecreasing function on $I$. Let $G_{s,m,k}$ be a one-dimensional diffusion operator on $I$ with scale function $s$, speed measure $m$, and killing measure $k$. We denote by $D_{s,m,k}$ the one-dimensional diffusion process on $I$ with generator $G_{s,m,k}$ and with end point $l_i$ where the absorbing boundary condition is posed whenever $l_i$ is $(s, m, k)$-regular $(i = 1, 2)$. For $\beta \geq 0$, let $H_{s,m,k,\beta}$ be the set of all positive functions $h$ satisfying $G_{s,m,k}h = \beta h$. For $h \in H_{s,m,k,\beta}$, we set

$$s_h(x) = \int_{(c_n,x]} h(y)^{-2} ds(y),$$
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where \( c_o \in I \) is fixed arbitrarily. The diffusion operator \( \mathcal{G}_{s_h,m_h,0} \) with scale function \( s_h \), speed measure \( m_h \), and the null killing measure is the harmonic transform of \( \mathcal{G}_{s,m,k} \) based on \( h \in \mathcal{H}_{s,m,k,\beta} \). Let \( \mathbb{D}_{s_h,m_h,0} \) be the one-dimensional diffusion process on \( I \) with generator \( \mathcal{G}_{s_h,m_h,0} \) and with the end point \( l_i \) being absorbing whenever it is \((s_h,m_h,0)\)-regular \((i = 1,2)\).

When \( l_i \) is \((s_h,m_h,0)\)-regular, it is possible to pose the reflecting boundary condition at \( l_i \). We denote by \( \mathbb{D}_{s_h,m_h,0}^* = [X(t), P_{x}^{(h_s)}] \) such a diffusion process on \( I \). Namely, the scale function and the speed measure are given by \( s_h \) and \( m_h \), respectively, the killing measure is null, and \( l_i \) is \((s_h,m_h,0)\)-regular and reflecting. We consider the local time \( l^{(h_s)}(t,\xi) \) for \( \mathbb{D}_{s_h,m_h,0}^* \), that is,

\[
\int_0^t f(X(u)) \, du = \int_t l^{(h_s)}(t,\xi) \, dm_h(\xi), \quad t > 0,
\]

for bounded continuous functions \( f \) on \( I \). Since \( l^{(h_s)}(t,\xi) \) is continuous and non-decreasing in \( t \) \( P_{x}^{(h_s)} \)-a.s., the right continuous inverse function \( l^{(h_s)^{-1}}(t,\xi) \) exists. In particular, we denote by \( \tau^{(h_s)}(t) \) the inverse local time \( l^{(h_s)^{-1}}(t,l_i) \) at the end point \( l_i \). Employing some results due to Itô and McKean (see \([5, \text{Section 6.2}]\)), we find that, if \( s_h(l_2) = \infty \), then \( \tau^{(h_s)}(t, t \geq 0) \) is a Lévy process and there is a Lévy measure density \( n^{(h_s)}(\xi) \) such that

\[
E_{l_i}^{(h_s)}[e^{-\lambda \tau^{(h_s)}(t)}] = \exp \left\{ -t \int_0^\infty (1 - e^{-\lambda \xi}) n^{(h_s)}(\xi) \, d\xi \right\},
\]

where \( E_{l_i}^{(h_s)} \) stands for the expectation with respect to \( P_{l_i}^{(h_s)} \). The aim of this paper is to give a representation of \( n^{(h_s)}(\xi) \) in terms of data corresponding to the diffusion process \( \mathbb{D}_{s,m,k} \). We state our results in Section 3 (see Theorem 3.2).

Applying our results, we find some interesting facts. Let us consider the following diffusion generators on \((0,\infty)\):

\[
L_1 = \frac{1}{2} \frac{d^2}{dx^2} + \left\{ \frac{1}{2x} + \sqrt{2\beta} \frac{K'_{\nu}(\sqrt{2\beta} x)}{K_{\nu}(\sqrt{2\beta} x)} \right\} \frac{d}{dx},
\]

\[
L_2 = \frac{1}{2} \frac{d^2}{dx^2} + \left\{ -\frac{1}{2x} + 2\kappa x \frac{W'_{\nu} + \nu x + \nu + \nu x^2}{W_{\nu} + \nu x + \nu + \nu x^2} \right\} \frac{d}{dx},
\]

\[
L_3 = \frac{1}{2} \frac{d^2}{dx^2} + \left\{ -\frac{1}{2x} + 2\kappa x \frac{W'_{\nu + \nu x + \nu x^2}}{W_{\nu + \nu x + \nu x^2}} \right\} \frac{d}{dx},
\]

where \(-1 < \nu < 1\), \( \kappa > 0 \) and \( \beta > 0 \). \( K_{\nu}(x) \) and \( W_{\nu}(x) \) are the modified Bessel function and the Whittaker function, respectively (see Section 4 for their


Let $D^*_i$ be the diffusion process on $(0, \infty)$ with generator $L_i$ ($i = 1, 2, 3$). The end point 0 is regular for all $D^*_i$. Therefore the inverse local time $\tau^*(t)$ at the end point 0 with reflecting boundary condition exists. Noting that $L_1$ is a harmonic transform of a Bessel operator, and $L_2$ and $L_3$ are harmonic transforms of radial Ornstein–Uhlenbeck operators, by means of Theorem 3.2 below, we find that the Lévy measure densities $n^*_i(\xi)$ of $\tau^*(t)$ corresponding to $D^*_i$ are

\begin{align}
 n_1^*(\xi) &= C\xi^{-(|\nu|+1)}e^{-\beta \xi}, \\
 n_2^*(\xi) &= C\left(\frac{\kappa}{\sinh(\kappa \xi)}\right)^{|\nu|+1}e^{(\kappa(|\nu|)-\beta)\xi}, \\
 n_3^*(\xi) &= C\left(\frac{\kappa}{\sinh(\kappa \xi)}\right)^{|\nu|+1}e^{-\kappa(|\nu|)-\beta)\xi},
\end{align}

where $C = 2^{-|\nu|+1}\Gamma(|\nu|+1)$. In Section 2, we show a simple convergence theorem for a sequence of Lévy measure densities under the assumption that the scale functions and speed measures are convergent (see Theorem 2.4). Since the scale functions and speed measures of $L_2$ and $L_3$ converge to the scale function and speed measure of $L_1$ as $\kappa \to 0$, respectively, Theorem 2.4 leads to

$$n_1^*(\xi) = \lim_{\kappa \to 0} n_2^*(\xi) = \lim_{\kappa \to 0} n_3^*(\xi).$$

This also directly follows from (1.6)–(1.8).

We next consider the following diffusion operator on $(0, a)$:

$$L_4 = \frac{1}{2} \frac{d^2}{dx^2} - \sqrt{2\beta} e^{2\sqrt{2\beta} x} \frac{d}{dx},$$

where $a > 0$ and $\beta > 0$. Let $D^*_4$ be the diffusion process on $(0, a)$ with generator $L_4$. The end point 0 is regular and the inverse local time $\tau^*(t)$ at the end point 0 with reflecting boundary condition exists. Since $L_4$ is a harmonic transform of Brownian motion on $(0, a)$, by using Theorem 3.2 we find that the Lévy measure density of $\tau^*(t)$ is

$$n_4^*(\xi) = a^{-3}e^{-\beta \xi} \sum_{n=1}^{\infty} (n\pi)^2 e^{-(n^2\pi^2/2a^2)\xi}.$$

It is easy to see that $L_4$ converges to $\tilde{L}_4 = \frac{1}{2} \frac{d^2}{dx^2} - \sqrt{2\beta} \frac{d}{dx}$ as $a \to \infty$, in the sense that the scale function and the speed measure of $L_4$ converge to those of $\tilde{L}_4$. Therefore by Theorem 2.4, we find that

$$\lim_{a \to \infty} n_4^*(\xi) = \tilde{n}_4^*(\xi) = \sqrt{\pi/2} e^{-\beta \xi} \xi^{-3/2},$$
where $\tilde{\alpha}_i^1$ is the Lévy measure density of the inverse local time corresponding to $\tilde{\mathcal{L}}_4$. (1.11) also follows from (1.10).

In [2] and [3], C. Donati-Martin and M. Yor considered the diffusion processes $D_i^+ (i = 1, 2)$, and showed (1.6), and (1.7) with $-1 < \nu < 0$. Their method is based on various transforms of Bessel processes. In [12] the second author gave an analytical proof for the representation (1.7) by using a harmonic transform. In this paper we generalize the analytical method used in [12] to obtain Theorem 3.2.

In Section 2 we summarize some definitions and facts needed below. Then we prove a convergence theorem for a sequence of Lévy measure densities. In Section 3 we state our main results and prove them. In Section 4 we present some interesting diffusion operators including the $\mathcal{L}_i^+$'s given by (1.3)–(1.5) and (1.9).

§2. Preliminaries

Let $s$, $m$, and $k$ be the functions given at the beginning of the previous section. We sometimes use the same symbols $s$, $m$ and $k$ for the respective induced measures $ds(x)$, $dm(x)$ and $dk(x)$. For a function $u$ on $I$, we set $u(l_i) = \lim_{x \to l_i, x \in I} u(x)$ if the limit exists, for $i = 1, 2$. We denote by $D_i u(x)$ the right derivative with respect to $s(x)$, that is, $D_i u(x) = \lim_{\varepsilon \to 0} \{u(x + \varepsilon) - u(x)\}/\{s(x + \varepsilon) - s(x)\}$, provided it exists. Let us fix a point $c_0 \in I$ arbitrarily and set

$$J_{\mu,\nu}(x) = \int_{[c_0, x]} d\mu(y) \int_{[c_0, y]} d\nu(z) \quad \text{for } x \in I,$$

where $\mu$ and $\nu$ are Borel measures on $I$, such the integral $\int_{[a, b]}$ is read as $-\int_{[b, a]}$ if $a > b$. Following [4], we call the boundary point $l_i$

- $(s, m, k)$-regular if $J_{s,m+k}(l_i) < \infty$ and $J_{m+k,s}(l_i) < \infty$,
- $\text{an (s, m, k)-exit point}$ if $J_{s,m+k}(l_i) < \infty$ and $J_{m+k,s}(l_i) = \infty$,
- $\text{an (s, m, k)-entrance point}$ if $J_{s,m+k}(l_i) = \infty$ and $J_{m+k,s}(l_i) < \infty$,
- $(s, m, k)$-natural if $J_{s,m+k}(l_i) = \infty$ and $J_{m+k,s}(l_i) = \infty$.

§2.1. One-dimensional diffusion process $\mathcal{D}_{s,m,k}$

Let $D(G_{s,m,k})$ be the space of all functions $u \in L^2(I, m)$ which have a continuous version $u$ (we use the same symbol) satisfying the following conditions:

(G-i) There exist constants $A$, $B$ and a function $f_u \in L^2(I, m)$ such that

$$u(x) = A + Bs(x) + \int_{(c_0, x]} \{s(x) - s(y)\} f_u(y) \, dm(y)$$

$$+ \int_{(c_0, x]} \{s(x) - s(y)\} u(y) \, dk(y), \quad x \in I.$$
(G-ii) If \( l_i \) is \((s, m, k)\)-regular, then \( u(l_i) = 0 \) for each \( i = 1, 2 \).

By (2.1), \( f_u \) is uniquely determined as a function in \( L^2(I, m) \) if it exists. The operator \( \mathcal{G}_{s,m,k} \) from \( D(\mathcal{G}_{s,m,k}) \) into \( L^2(I, m) \) is defined by \( \mathcal{G}_{s,m,k} u = f_u \), and it is called the one-dimensional generalized diffusion operator with scale function \( s \), speed measure \( m \), and killing measure \( k \). The condition (G-ii) implies that the absorbing boundary condition is posed at the regular boundary.

We denote by \( D_{s,m,k} = [X(t), P_x] \) the one-dimensional diffusion process on \( I \) whose generator is \( \mathcal{G}_{s,m,k} \) with domain \( D(\mathcal{G}_{s,m,k}) \), that is, the end point \( l_i \) is absorbing whenever it is \((s, m, k)\)-regular \( (i = 1, 2) \). Further we denote by \( p(t, x, y) \) the transition probability density with respect to \( dm \) for \( D_{s,m,k} \), that is,

\[
P_x(X(t) \in E) = \int_E p(t, x, y) \, dm(y), \quad t > 0, \ x \in I, \ E \in \mathcal{B}(I),
\]

where \( \mathcal{B}(I) \) stands for the set of all Borel subsets of \( I \). If \( l_i \) is \((s, m, k)\)-regular, \( p(t, x, y) \) is represented as

\[
p(t, x, y) = \int_{[0, \infty)} e^{-\lambda t} \psi_o(x, \lambda) \psi_o(y, \lambda) \, d\sigma(\lambda), \quad t > 0, \ x, y \in I,
\]

where \( d\sigma(\lambda) \) is a Borel measure on \([0, \infty)\) satisfying

\[
\int_{[0, \infty)} e^{-\lambda} \, d\sigma(\lambda) < \infty, \quad t > 0,
\]

and \( \psi_o(x, \lambda), \ x \in I, \ \lambda \geq 0 \), is the solution of the integral equation

\[
(2.4) \quad \psi_o(x, \lambda) = s(x) - s(l_1) + \int_{(l_1, x]} \{s(x) - s(y)\} \psi_o(y, \lambda) \{-\lambda \, dm(y) + dk(y)\}.
\]

If \( l_1 \) is not \((s, m, k)\)-regular, \( p(t, x, y) \) is not always representable as in (2.2) with \( d\sigma(\lambda) \) satisfying (2.3) and \( \psi_o(x, \lambda) \) the solution of an integral equation. If \( l_1 \) is an \((s, m, k)\)-entrance point, we give a sufficient condition for \( p(t, x, y) \) to have a representation (2.2). Let \( \psi(x, \lambda), \ x \in I, \ \lambda \geq 0 \), be the solution of the integral equation

\[
(2.5) \quad \psi(x, \lambda) = 1 + \int_{(l_1, x]} \{s(x) - s(y)\} \psi(y, \lambda) \{-\lambda \, dm(y) + dk(y)\}.
\]

**Proposition 2.1.** Assume that \( l_1 \) is an \((s, m, k)\)-entrance point and

\[
(2.6) \quad \int_{(l_1, c_0]} \{s(c_0) - s(x)\}^2 \, dm(x) < \infty.
\]

Then \( p(t, x, y) \) can be represented as in (2.2) with \( d\sigma(\lambda) \) satisfying (2.3) and \( \psi_o(x, \lambda) \) replaced by \( \psi(x, \lambda) \) which is the solution of the integral equation (2.5).
We show Proposition 2.1 in Section 2.4.

We next record some estimates for the solution of (2.4) or (2.5). If \( l_1 \) is 
\((s, m, k)-\)regular or \((s, m, k)-\)exit point, and \( \psi_0(x, \lambda) \) is the solution of (2.4),
then
\[
|\psi_0(x, \lambda)| \leq \{s(x) - s(l_1)\} \exp\left\{ \int_{(l_1, x]} ds(y) \int_{[y, x]} (\lambda dm(z) + dk(z)) \right\},
\]
(2.7)
\[
|D_s \psi_0(x, \lambda)| \leq \exp\left\{ \int_{(l_1, x]} ds(y) \int_{[y, x]} (\lambda dm(z) + dk(z)) \right\}.
\]
(2.8)
If \( l_1 \) is \((s, m, k)-\)entrance point, and \( \psi(x, \lambda) \) is the solution of (2.5), then
\[
|\psi(x, \lambda)| \leq \exp\left\{ \int_{(l_1, x]} ds(y) \int_{[y, x]} (\lambda dm(y) + dk(y)) \int_{[y, x]} ds(z) \right\},
\]
(2.9)
\[
|D_s \psi(x, \lambda)| \leq \int_{(l_1, x]} (\lambda dm(y) + dk(y)) \exp\left\{ \int_{(l_1, x]} (\lambda dm(y) + dk(y)) \int_{[y, x]} ds(z) \right\}.
\]
(2.10)
It is easy to get (2.7) with (2.10), so we omit the proof.

For \( \alpha \geq 0 \) and \( i = 1, 2 \), let \( g_i(\cdot, \alpha) \) be a function on \( I \) with the following properties:
\[
\begin{align*}
&g_i(x, \alpha) \text{ is positive and continuous in } x, \\
&g_i(x, \alpha) \text{ is nondecreasing in } x, \\
&g_i(x, \alpha) \text{ is nonincreasing in } x, \\
&g_i(l_1, \alpha) = 0 \text{ if } |s(l_1)| < \infty, \\
&g_i(x, \alpha) = g_i(c_o, \alpha) + D_s g_i(c_o, \alpha) \{s(x) - s(c_o)\} \\
&\quad + \int_{(c_o, x]} \{s(x) - s(y)\} g_i(y, \alpha) \{\lambda dm(y) + dk(y)\}, \\&x \in I. 
\end{align*}
\]
(2.11)
Here \( D_s g_i(x, \alpha) = \lim_{\varepsilon \to 0} \{g_i(x + \varepsilon, \alpha) - g_i(x, \alpha)\}/\{s(x + \varepsilon) - s(x)\}, \ i = 1, 2 \). It is known that there exist functions with the above properties (see [5, Section 4.6]).

Combining some properties of \( g_i(x, \alpha) \) given in [5, Section 4.6] with Lemma 3.2 of [11], we obtain the following.

**Proposition 2.2.** Assume that \( k \) is not a null measure or \( \alpha > 0 \). Then
\[
\begin{align*}
&\left| \int_{(l_1, c_o]} g_i(x, \alpha)^{-2} ds(x) \right| = \infty, \\
&(2.16) \\
&\left| \int_{(l_1, c_o]} g_j(x, \alpha)^{-2} ds(x) \right| < \infty, \\
&(2.17)
\end{align*}
\]
where \( i, j = 1, 2 \) and \( i \neq j \).
Now we set $W(\alpha) = D_s g_1(x, \alpha) g_2(x, \alpha) - g_1(x, \alpha) D_s g_2(x, \alpha)$. Note that $W(\alpha)$ is a positive number independent of $x \in I$. We put
\[
G(\alpha, x, y) = G(\alpha, y, x) = W(\alpha)^{-1} g_1(x, \alpha) g_2(y, \alpha)
\]
for $\alpha > 0$, $x, y \in I$, $x \leq y$. Then $G(\alpha, x, y)$ is the $\alpha$-Green function corresponding to $\mathbb{D}_{s,m,k}$ and
\[
G(\alpha, x, y) = \int_0^\infty e^{-\alpha t} p(t, x, y) \, dt, \quad \alpha > 0, \ x, y \in I.
\]
It is easy to see that, if $k \neq 0$, then $G(0, x, y)$ exists and is given by
\[
G(0, x, y) = G(0, y, x) = W^{-1} g_1(x) g_2(y), \quad x, y \in I, \ x \leq y,
\]
where $g_i(x) = g_i(x, 0)$, $i = 1, 2$, and $W = D_s g_1(x) g_2(x) - g_1(x) D_s g_2(x)$, which is a positive constant independent of $x \in I$. In the case $k = 0$, $G(0, x, y) \in (0, \infty)$ exists if and only if $|s(l_i)| < \infty$ for $i = 1$ or 2.

\section*{2.2. Inverse local time}

We next consider the case that the end point $l_i$ is reflecting whenever it is $(s, m, k)$-regular ($i = 1, 2$). More precisely, let $D(G^{*}_{s,m,k})$ be the space of all functions $u \in L^2(I, m)$ which have a continuous version $u$ (we use the same symbol) satisfying (G-i) and

(G-iii) If $l_i$ is $(s, m, k)$-regular, then $D_s u(l_i) = 0$ for each $i = 1, 2$.

(2.1) implies that $f_u$ is uniquely determined as a function in $L^2(I, m)$ if it exists, in this case, too. The operator $G^{*}_{s,m,k}$ from $D(G^{*}_{s,m,k})$ into $L^2(I, m)$ is defined by $G^{*}_{s,m,k} u = f_u$. The condition (G-iii) implies that the reflecting boundary condition is posed at the regular boundary.

Let $\mathbb{D}^{*}_{s,m,k} = [X(t), P^*_x]$ be the one-dimensional diffusion process on $I$ whose generator is $G^{*}_{s,m,k}$ with domain $D(G^{*}_{s,m,k})$, that is, the end point $l_i$ is reflecting whenever it is $(s, m, k)$-regular ($i = 1, 2$).

Now we assume that the killing measure is null, and $l_1$ is $(s, m, 0)$-regular. We consider the local time $l(t, \xi)$, that is,
\[
\int_0^t f(X(u)) \, du = \int_t^l l(t, \xi) \, dm(\xi), \quad t > 0,
\]
for bounded continuous functions $f$ on $I$. Since $l(t, \xi)$ is continuous and non-decreasing in $t P^*_x$-a.s., the right continuous inverse function $l^{-1}(t, \xi)$ exists. In particular, we denote by $\tau^*(t)$ the inverse local time $l^{-1}(t, l_1)$ at the end point $l_1$. The following result was obtained by Itô and McKean (see [5, Section 6.2]).
Proposition 2.3 ([5]). Assume the following conditions hold:

(2.18) The killing measure is null.
(2.19) \( l_1 \) is \((s, m, 0)\)-regular and reflecting.
(2.20) \( s(l_2) = \infty \), or \( l_2 \) is \((s, m, 0)\)-regular and reflecting.

Then \([\tau^*(t), t \geq 0]\) is a Lévy process and there is a Lévy measure density \( n^*(\xi) \) such that

\[
E_{l_1}^* [e^{-\lambda \tau^*(t)}] = \exp \left\{ -t \int_0^\infty (1 - e^{-\lambda \xi}) n^*(\xi) \, d\xi \right\},
\]

(2.21) \[ n^*(\xi) = \lim_{x \to l_1} q^*(\xi, x)/\{s(x) - s(l_1)\}, \]

where \( E_{l_1}^* \) stands for the expectation with respect to \( P_{l_1}^* \),

\[
\int_0^t q^*(\xi, x) \, d\xi = P_{x}^*(\sigma_{l_1} < t), \quad x \in I, \quad t > 0,
\]

(2.23) and \( \sigma_{l_1} \) is the first hitting time for \( l_1 \). In particular, if \( s(l_2) = \infty \), then

\[
n^*(\xi) = \lim_{x \to l_1} D_{s(x)} D_{s(y)} p(x, y) = \int_{[0, \infty)} e^{-\lambda \xi} \, d\sigma(\lambda),
\]

(2.24) where \( p(t, x, y) \) has the representation (2.2) and \( \psi_0(x, \lambda) \) is the solution of (2.4),

where \( p(t, x, y) \) is the transition probability density with respect to \( d\mu \) for \( D_{s,m,k} \), and \( d\sigma(\lambda) \) is the Borel measure appearing in the representation (2.2) satisfying (2.3).

\[
q^*(t, x) = \lim_{z \to l_1} p(t, z, x)/\{s(z) - s(l_1)\}, \quad t > 0, \quad x \in I.
\]

Proof. In Section 6.2 of [5], (2.21) with (2.22) is obtained under the assumption

(2.25) \[ P_{x}^*(\sigma_{l_1} < \infty) = 1, \quad x \in I. \]

In view of Problem 4.6.6 of [5], (2.25) holds true if and only if (2.18) and (2.20) are satisfied. Thus we obtain (2.21) and (2.22).

Assume \( s(l_2) = \infty \). Then

\[
q^*(t, x) = \lim_{z \to l_1} p(t, z, x)/\{s(z) - s(l_1)\}, \quad t > 0, \quad x \in I.
\]

Since \( p(t, x, y) \) has the representation (2.2) and \( \psi_0(x, \lambda) \) is the solution of (2.4), we have

\[
\lim_{x \to l_1} D_x \psi_0(x, \lambda) = 1,
\]

\[
|D_x \psi_0(x, \lambda)| \leq \exp \{\lambda (s(x) - s(l_1))(m(x) - m(l_1))\},
\]

\[
|D_x \psi_0(x, \lambda)| \leq \exp \{\lambda (s(x) - s(l_1))(m(x) - m(l_1))\},
\]

where

\[
\exp \{\lambda (s(x) - s(l_1))(m(x) - m(l_1))\}.
\]
by means of (2.8). Therefore we obtain (2.24) by virtue of (2.22), (2.26), and the dominated convergence theorem.

We next give a simple convergence theorem for a sequence of Lévy measure densities. For \( j = 0, 1, 2, \ldots \), let \( \mathbb{D}^{*j} \) be the diffusion process on \( I^j = (l^j_1, l^j_2) \) with scale function \( s^j \), speed measure \( m^j \) and no killing.

**Theorem 2.4.** Assume the following conditions hold:

\[
\lim_{j \to \infty} l^j_i = l^0_i, \quad i = 1, 2, \\
\lim_{j \to \infty} s^j(x) = s^0(x), \quad x \in I^0, \\
\lim_{j \to \infty} m^j(x) = m^0(x), \quad x \in C(m^0),
\]

where \( C(m^0) \) stands for the set of continuity points of \( m^0 \). Further for \( j = 0, 1, 2, \ldots \), assume that

\(
\text{\( l^j_1 \) is \( (s^j, m^j, 0) \)-regular and reflecting, \quad s^j(l^j_2) = \infty. \)}
\)

Let \( n^{*j} \) be the Lévy measure density corresponding to the inverse local time at \( l^j_1 \) for \( \mathbb{D}^{*j} \). Then

\[
\lim_{j \to \infty} n^{*j}(\xi) = n^{*0}(\xi), \quad \xi > 0.
\]

**Proof.** For \( j = 0, 1, 2, \ldots \), let \( \mathbb{D}^j \) be the diffusion process on \( I^j \) with scale function \( s^j \), speed measure \( m^j \) and no killing, and with \( l^j_1 \) being absorbing. The transition probability density \( p^j(t, x, y) \) with respect to \( dm^j \) is represented as

\[
p^j(t, x, y) = \int_{[0, \infty)} e^{-\lambda t}\psi^j_o(x, \lambda)\psi^j_o(y, \lambda) \, d\sigma^j(\lambda), \quad t > 0, x, y \in I^j,
\]

where \( d\sigma^j(\lambda) \) satisfies (2.3) with \( \sigma \) replaced by \( \sigma^j \), and \( \psi^j_o \) is the solution of (2.4) with \( s = s^j, m = m^j \), and \( k = 0 \). By Proposition 2.3, \( n^{*j} \) is represented as (2.24), that is,

\[
n^{*j}(\xi) = \int_{[0, \infty)} e^{-\lambda \xi} \, d\sigma^j(\lambda).
\]

In the same way as in the proof of Lemma 5.3 of [8], we obtain

\[
\lim_{j \to \infty} \int_{[0, \infty)} e^{-\lambda \xi} \, d\sigma^j(\lambda) = \int_{[0, \infty)} e^{-\lambda \xi} \, d\sigma^0(\lambda),
\]

which implies (2.27).
§2.3. Harmonic transform of $G_{s,m,k}$

For $\beta \geq 0$, let $h_\beta(\cdot)$ be a positive continuous function on $I$ satisfying

\begin{equation}
(2.28) \quad h_\beta(x) = h_\beta(c_o) + D_s h_\beta(c_o) \{ s(x) - s(c_o) \}
+ \int_{(c_o,x]} \{ s(x) - s(y) \} h_\beta(y) \{ \beta dm(y) + dk(y) \}, \quad x \in I.
\end{equation}

Such a function exists. Indeed, it can be represented as a linear combination of $g_i(\cdot, \beta), i = 1, 2$.

Let $H_{s,m,k,\beta}$ be the set of all positive functions $h_\beta$ satisfying (2.28). For $h \in H_{s,m,k,\beta}$, we consider $s_h$ and $m_h$ defined by (1.1) and (1.2), respectively.

Let $G_{s_h,m_h,0}$ be the diffusion operator with scale function $s_h$, speed measure $m_h$, and null killing measure, which is the harmonic transform of $G_{s,m,k}$ based on $h \in H_{s,m,k,\beta}$. Let $D_{s_h,m_h,0}$ be the one-dimensional diffusion process on $I$ with generator $G_{s_h,m_h,0}$ and with the end point $l_i$ being absorbing whenever it is $(s_h, m_h, 0)$-regular $(i = 1, 2)$. Further we denote by $p(t, x, y)$ the transition probability density with respect to $dm_h$ for $D_{s_h,m_h,0}$. By Proposition 2.2 of [11],

\begin{equation}
(2.29) \quad p(t, x, y) = e^{\beta t} p(t, x, y)/h(x)h(y), \quad t > 0, x, y \in I.
\end{equation}

If $l_1$ is $(s_h, m_h, 0)$-regular, $p(t, x, y)$ is represented as

\begin{equation}
(2.30) \quad p(t, x, y) = \int_{[0,\infty)} e^{-\lambda t} \psi^{(h)}_0(x, \lambda) \psi^{(h)}_0(y, \lambda) d\sigma^{(h)}(\lambda), \quad t > 0, x, y \in I,
\end{equation}

where $d\sigma^{(h)}(\lambda)$ is a Borel measure on $[0, \infty)$ satisfying

\begin{equation}
(2.31) \quad \int_{[0,\infty)} e^{-\lambda t} d\sigma^{(h)}(\lambda) < \infty, \quad t > 0,
\end{equation}

and $\psi^{(h)}_0(x, \lambda), x \in I, \lambda \geq \beta$, is the solution of the integral equation (2.4) with $s, m, k$ replaced by $s_h, m_h, 0$, respectively.

Remark 2.5. We can show $d\sigma^{(h)}(\lambda) = 0$ on $[0, \beta)$. The proof is the same as the proof of Proposition 2.1 below, so we omit it.

§2.4. Proof of Proposition 2.1

First we note the following.

Lemma 2.6. Assume that $l_1$ is an $(s, m, k)$-entrance point. Then the following conditions are equivalent:

(i) (2.6) holds true.
(ii) There exists a $\beta > 0$ such that
\[
\int_{(1, \infty]} g_2(x, \beta)^2 \, dm(x) < \infty.
\]

(iii) For any $\beta > 0$,
\[
\int_{(1, \infty]} g_2(x, \beta)^2 \, dm(x) < \infty.
\]

(iv) There exist $\beta > 0$ and $h \in \mathcal{H}_{s,m,k,\beta}$ such that $h(l_1) = \infty$ and $|m_h(l_1)| < \infty$.

(v) $|m_h(l_1)| < \infty$ for any $\beta > 0$ and $h \in \mathcal{H}_{s,m,k,\beta}$.

Proof. Since $l_1$ is an $(s, m, k)$-entrance point, $|m_h(l_1)| < \infty$ and $|D_s g_2(l_1, \beta)| \in (0, \infty)$ for $\beta > 0$ (see [5, Section 4.6]). Therefore (i)$\Leftrightarrow$(ii)$\Leftrightarrow$(iii) follows.

Let $h \in \mathcal{H}_{s,m,k,\beta}$. Since $h$ can be represented as a linear combination of $g_i(\cdot, \beta)$, $i = 1, 2$, and $g_2(l_1, \beta) = \infty$,
\[
h(l_1) = \infty \iff h(x) = C_1 g_1(x, \beta) + C_2 g_2(x, \beta) \text{ with } C_1 \geq 0 \text{ and } C_2 > 0.
\]

Therefore (ii)$\Leftrightarrow$(iv)$\Leftrightarrow$(v) follows. \hfill $\Box$

Remark 2.7. If $k \neq 0$ or $\beta > 0$, then
\[
\int_{(1, \infty]} g_1(x, \beta)^2 \, dm(x) < \infty, \quad g_2(l_1, \beta) = \infty, \quad |D_s g_2(l_1, \beta)| \in (0, \infty).
\]

If $k = 0$ and $\beta = 0$, then
\[
g_1(x, 0) = C_1, \quad g_2(x, 0) = \begin{cases} C_2 & \text{if } s(l_2) = \infty, \\ C_2 \{s(l_2) - s(x)\} & \text{if } s(l_2) < \infty, \end{cases}
\]

where $C_1$ and $C_2$ are positive constants (see [5, Section 4.6]; see also [10, Proposition 2.1]). Therefore the lemma holds true with $\beta \geq 0$ in place of $\beta > 0$ in (iii)--(v). In particular, if $k \neq 0$ or $s(l_2) < \infty$, the lemma holds true with $\beta \geq 0$ in place of $\beta > 0$ in (ii)--(v).

Proof of Proposition 2.1. Assume that $l_1$ is an $(s, m, k)$-entrance point, and (2.6) holds. By Lemma 2.6, there exist $\beta > 0$ and $h \in \mathcal{H}_{s,m,k,\beta}$ such that $h(l_1) = \infty$ and $|m_h(l_1)| < \infty$. Then $l_1$ is $(s_h, m_h, 0)$-regular by Theorem 1.1 of [9]. Therefore $p^{(h)}(t, x, y)$ is represented as (2.30) with $d\sigma^{(h)}(\lambda)$ satisfying (2.31) and $\psi^{(h)}_\omega(x, \lambda)$, $x \in I$, $\lambda \geq 0$, the solution of the integral equation (2.4) with $s, m, k$ replaced by $s_h, m_h, 0$, respectively. First we note that
\[
(2.32) \quad \int_{[0, \beta]} d\sigma^{(h)}(\lambda) = 0.
\]
Indeed, if \( \int_{[0,\beta]} d\sigma^{(h)}(\lambda) > 0 \), then by (2.29),
\[
p(t, x, x) = e^{\beta t} h(x)^2 p^{(h)}(t, x, x) \\
\geq h(x)^2 \int_{[0,\beta]} e^{(\beta - \lambda) t} \psi^{(h)}_0(x, \lambda)^2 d\sigma^{(h)}(\lambda) \rightarrow \infty \quad \text{as } t \to \infty.
\]
This contradicts the existence of \( \lim_{t \to \infty} p(t, x, x) \in [0, \infty) \).

By (2.30) and (2.32), we have
\[
(2.33) \quad p(t, x, y) = \int_{[0,\infty)} e^{-\lambda t} \tilde{\psi}(x, \lambda) \tilde{\psi}(y, \lambda) d\tilde{\sigma}(\lambda),
\]
where \( \tilde{\psi}(x, \lambda) = h(x)\psi^{(h)}_0(x, \lambda + \beta) \) and \( d\tilde{\sigma}(\lambda) = d\lambda \sigma^{(h)}(\lambda + \beta) \). By (2.4) and Lemma 5.1 of [10],
\[
(2.34) \quad \tilde{\psi}(l_1, \lambda) = -1/D_s h(l_1) \in (0, \infty),
(2.35) \quad D_s \tilde{\psi}(l_1, \lambda) = 0.
\]
Since \( h(x) \) satisfies (2.28) and \( \psi^{(h)}_0(\xi, \lambda + \beta) \) satisfies (2.4) with \( s, m, k, \lambda \) replaced by \( s_h, m_h, 0, \lambda + \beta \), respectively, we have
\[
(2.36) \quad D_x \tilde{\psi}(y, \lambda) - D_y \tilde{\psi}(x, \lambda) = \int_{[x,y]} \tilde{\psi}(\xi, \lambda) \{-\lambda dm(\xi) + dk(\xi)\}
\]
for \( l_1 < x \leq y < l_2 \). Noting \( \int_{[0,\infty)} e^{-\lambda t} d\tilde{\sigma}(\lambda) < \infty \) and putting \( \psi(x, \lambda) = -D_s h(l_1) \tilde{\psi}(x, \lambda) \) and \( d\sigma(\lambda) = \{D_s h(l_1)\}^{-2} d\tilde{\sigma}(\lambda) \), we obtain the conclusion from (2.33)–(2.36).

§3. Inverse local time for \( D^{*}_{s_h, m_h, 0} \)

Let \( D_{s, m, k} \) be the diffusion process on \( I \) with generator \( G_{s, m, k} \) and with the end point \( l_i \) being absorbing whenever it is \((s, m, k)\)-regular \((i = 1, 2)\). We denote by \( p(t, x, y) \) the transition probability density with respect to \( dm \).

Let \( h \in H_{s, m, k, 0} \) and let \( G_{s_h, m_h, 0} \) be the harmonic transform of \( G_{s, m, k} \) based on \( h \). Let \( D_{s_h, m_h, 0} \) be the diffusion process on \( I \) with generator \( G_{s_h, m_h, 0} \) and with the end point \( l_i \) being absorbing whenever it is \((s_h, m_h, 0)\)-regular \((i = 1, 2)\). We denote by \( p^{(h)}(t, x, y) \) the transition probability density with respect to \( dm_h \).

When \( l_i \) is \((s_h, m_h, 0)\)-regular, it is possible to pose the reflecting boundary condition at \( l_i \) \((i = 1, 2)\). Let \( D^{*}_{s_h, m_h, 0} = [X(t), P^{(h^*)}_x] \) be the diffusion process on \( I \) whose generator is \( G_{s_h, m_h, 0} \) with domain \( D(G^{*}_{s_h, m_h, 0}) \), that is, the end point \( l_i \) is reflecting whenever it is \((s_h, m_h, 0)\)-regular \((i = 1, 2)\).
Now we assume that $l_1$ is $(s_h, m_h, 0)$-regular. We consider the local time $l^{(h)}(t, \xi)$, that is,
\[
\int_0^t f(X(u)) \, du = \int_l l^{(h)}(t, \xi) \, dm_h(\xi), \quad t > 0,
\]
for bounded continuous functions $f$ on $I$. We denote by $\tau^{(h)}(t)$ the inverse local time $(l^{(h)})^{-1}(t, l_1)$ at the end point $l_1$.

The following result is an immediate consequence of Proposition 2.3.

**Proposition 3.1.** Assume the following conditions hold:

1. $l_1$ is $(s_h, m_h, 0)$-regular and reflecting.
2. $s_h(l_2) = \infty$, or $l_2$ is $(s_h, m_h, 0)$-regular and reflecting.

Then $[\tau^{(h)}(t), t \geq 0]$ is a Lévy process and there is a Lévy measure density $n^{(h)}(\xi)$ such that

\[
E^{(h)}_{l_1}[e^{-\lambda \tau^{(h)}(t)}] = \exp \left\{ -t \int_0^\infty \left( 1 - e^{-\lambda \xi} \right) n^{(h)}(\xi) \, d\xi \right\},
\]
\[
n^{(h)}(\xi) = \lim_{z \to l_1} q^{(h)}(\xi, x) / \{ s_h(x) - s_h(l_1) \},
\]
where $E^{(h)}_{l_1}$ stands for the expectation with respect to $P^{(h)}_{l_1}$, and
\[
\int_0^t q^{(h)}(\xi, x) \, d\xi = P^{(h)}_x(\sigma_{l_1} < t), \quad t > 0, \, x \in I.
\]

In particular, if $s_h(l_2) = \infty$, then

\[
n^{(h)}(\xi) = \int_{[0, \infty)} e^{-\xi \lambda} \, d\sigma^{(h)}(\lambda)
\]

\[
= \lim_{z, y \to l_1} D_{s_h(x)} D_{s_h(y)} p^{(h)}(\xi, x, y), \quad \xi > 0.
\]

Note that $p^{(h)}(t, x, y)$ has the representation (2.30) and $d\sigma^{(h)}(\lambda)$ satisfies (2.31).

Now we give a representation of $n^{(h)}(\xi)$ in terms of data corresponding to the diffusion process $\mathbb{D}_{s, m, k}$. By Theorem 1.1 of [9], $l_1$ is $(s_h, m_h, 0)$-regular if and only if one of the following conditions is satisfied:

1. $l_1$ is $(s, m, k)$-regular and $h(l_1) \in (0, \infty)$.
2. $l_1$ is $(s, m, k)$-entrance point, $h(l_1) = \infty$, and $|m_h(l_1)| < \infty$.
3. $l_1$ is $(s, m, k)$-natural, $h(l_1) = \infty$, and $|m_h(l_1)| < \infty$. 

In the case (3.6), we have the representation (2.2) with $d\sigma(\lambda)$ satisfying (2.3). In the case (3.7), we also have the representation (2.2) with $d\sigma(\lambda)$ satisfying (2.3) and $\psi_s(x, \lambda)$ replaced by $\psi(x, \lambda)$, which is the solution of the integral equation (2.5), by Proposition 2.1, Lemma 2.6, and Remark 2.7.

**Theorem 3.2.** Let $h \in H_{s, m, k, \beta}$. Assume one of (3.6)–(3.8) holds. Further assume that $l_1$ is reflecting and $s_h(l_2) = \infty$. Then (3.3) holds true, and $n^{(h^*)}(\xi)$ is given by (3.4) and (3.5). In particular, if (3.6) is satisfied, then

$$n^{(h^*)}(\xi) = h(l_1)^2 e^{-\beta \xi} \int_{[0, \infty)} e^{-\xi \lambda} d\sigma(\lambda)$$

(3.10) $$= h(l_1)^2 e^{-\beta \xi} \lim_{x,y \to l_1} D_{s(x)} D_{s(y)} p(\xi, x, y).$$

If (3.7) is satisfied, then

$$n^{(h^*)}(\xi) = D_s h(l_1)^2 e^{-\beta \xi} \int_{[0, \infty)} e^{-\xi \lambda} d\sigma(\lambda)$$

(3.12) $$= D_s h(l_1)^2 e^{-\beta \xi} \lim_{x,y \to l_1} p(\xi, x, y).$$

**Proof.** Since one of (3.6)–(3.8) holds, (3.1) is satisfied. Therefore by Proposition 3.1, (3.3) holds true, and $n^{(h^*)}(\xi)$ is given by (3.4) and (3.5).

Assume (3.6) holds. Then we have (2.29), and by (5.14) of [10], $d\sigma^{(h)}(\lambda)$ is a Borel measure on $[\beta, \infty)$ and $d\sigma^{(h)}(\lambda) = h(l_1)^2 d\lambda \sigma(\lambda - \beta)$. Therefore (3.9) follows from (3.4). (3.10) follows from (2.2), (2.4), (2.8), and the dominated convergence theorem.

Assume (3.7) holds. Then we have (2.29), and by (5.18) of [10], $d\sigma^{(h)}(\lambda)$ is a Borel measure on $[\beta, \infty)$ and $d\sigma^{(h)}(\lambda) = (D_s h(l_1))^2 d\lambda \sigma(\lambda - \beta)$. Therefore (3.11) follows from (3.4). (3.12) follows from (2.2), (2.5), (2.9), and the dominated convergence theorem.

Thus the proof is complete. \[\square\]

Finally we consider the conditions of Theorem 3.2. The following result shows that $h \in H_{s, m, k, \beta}$ satisfying the conditions of Theorem 3.2 must be $g_2(x, \beta)$ whenever $l_1$ is $(s, m, k)$-regular or $\infty$ $(s, m, k)$-entrance point.

**Proposition 3.3.** Suppose that $l_1$ is $(s, m, k)$-regular or $\infty$ $(s, m, k)$-entrance point, and $k \neq 0$ or $\beta > 0$. Let $h \in H_{s, m, k, \beta}$. Then the following conditions are equivalent:

(i) (2.6) is satisfied and $h(x) = C g_2(x, \beta)$ for some positive constant $C$.

(ii) (3.6) or (3.7) is satisfied, and $s_h(l_2) = \infty$. 

Proof. Since the statement is obvious when \( l_1 \) is regular, we only prove it when \( l_1 \) is an entrance point.

(i)\(\Rightarrow\) (ii). By Proposition 2.2, we get \( s_h(l_2) = \infty \). By Lemma 2.6 and Remark 2.7, (2.6) is equivalent to \( \int_{(c_0,c)} g_2(x,\beta)^2 \, d\mu(x) < \infty \). Thus we obtain (3.7).

(ii)\(\Rightarrow\) (i). By Lemma 2.6 and Remark 2.7, (2.6) implies (3.7).

We note that \( h(x) = C_1 g_1(x,\beta) + C_2 g_2(x,\beta) \). If \( C_1 > 0 \), by using Lemma 2.2 we have
\[
\int_{(c_0,c)} h(x)^{-2} \, ds(x) \leq C_1^{-2} \int_{(c_0,c)} g_1(x,\beta)^{-2} \, ds(x) < \infty.
\]
This contradicts \( s_h(l_2) = \infty \). Therefore \( C_1 = 0 \) and \( C_2 > 0 \).

Noting Remark 2.7, we easily obtain the following result, so we omit the proof.

Proposition 3.4. Assume that the killing measure is null, \( l_1 \) is \((s,m,0)\)-regular or \((s,m,0)\)-entrance point, (2.6) is satisfied, and \( s(l_2) < 1 \). Take
\[
h(x) = C\{s(l_2) - s(x)\} \quad (\in \mathcal{H}_{s,m,0,0}),
\]
where \( C \) is a positive constant. Then (3.6) or (3.7) is satisfied, and \( s_h(l_2) = \infty \).

§4. Examples

In this section, we present some interesting diffusion operators including the \( L_i \)'s given by (1.3)–(1.5) and (1.9). Then, using Proposition 2.3 and Theorem 3.2, we deduce the corresponding Lévy measure densities. Here we use the following functions.

The Bessel function \( J_\nu(x) \):
\[
J_\nu(x) = \left(\frac{x}{2}\right)^\nu \sum_{n=0}^{\infty} \frac{(-1)^n (x/2)^{2n}}{n! \Gamma(\nu + n + 1)}.
\]

The modified Bessel functions \( I_\nu(x) \) and \( K_\nu(x) \):
\[
I_\nu(x) = \left(\frac{x}{2}\right)^\nu \sum_{n=0}^{\infty} \frac{(x/2)^{2n}}{n! \Gamma(\nu + n + 1)}, \quad \nu > -1;
\]
for \( n \) an integer,
\[
K_n(x) = K_{-n}(x) = (-1)^{n+1} n(x) \{\gamma + \log(x/2)\}
\]
\[
+ \frac{(-1)^n}{2} \sum_{k=0}^{\infty} \frac{(x/2)^{n+2k}}{k!(n+k)!} \left[ \sum_{m=1}^{k} \frac{1}{m} + \sum_{m=1}^{k+n} \frac{1}{m} \right]
\]
\[
+ \frac{1}{2} \sum_{r=0}^{n-1} (-1)^r \frac{(n-r-1)!}{r!} \left(\frac{x}{2}\right)^{2r-n},
\]
where $\gamma$ is Euler’s constant, i.e. $\gamma = 0.57721\ldots$; in case $\nu$ is not an integer,

$$K_\nu(x) = \frac{\pi}{2} \frac{I_{-\nu}(x) - I_\nu(x)}{\sin \nu \pi}.$$  

The Whittaker functions $M_{k,l}(x)$ and $W_{k,l}(x)$:

$$M_{k,l}(x) = x^{l+1/2} e^{-x/2} M(l - k + 1/2, 2l + 1, x)$$
$$= x^{l+1/2} e^{-x/2} \sum_{n=0}^{\infty} \frac{\Gamma(2l + 1)\Gamma(l - k + n + 1/2)}{\Gamma(2l + n + 1)\Gamma(l - k + 1/2)} \frac{x^n}{n!},$$

$$W_{k,l}(x) = x^{l+1/2} e^{-x/2} U(l - k + 1/2, 2l + 1, x)$$
$$= \frac{\Gamma(-2l)}{\Gamma(1/2 - l - k)} M_{k,l}(x) + \frac{\Gamma(2l)}{\Gamma(1/2 + l - k)} M_{k,-l}(x),$$

where

$$M(a, b, x) = 1 + \sum_{k=1}^{\infty} \frac{a(a + 1)\cdots(a + k - 1)x^k}{b(b + 1)\cdots(b + k - 1)k!},$$

$$U(a, b, x) = \frac{\pi}{\sin(\pi b)} \left[ \frac{M(a, b, x)}{\Gamma(1 + a - b)\Gamma(b)} - x^{1-b} M(1 + a - b, 2 - b, x) \right].$$

Example 4.1 (Bessel process). Let us consider the following diffusion operator on $I = (0, \infty)$:

$$G_1^{(\nu)} = \frac{1}{2} \frac{d^2}{dx^2} + \frac{2\nu + 1}{2x} \frac{d}{dx},$$

where $-\infty < \nu < \infty$. This is the Bessel operator, and the scale function $s_1^{(\nu)}$ and the speed measure $m_1^{(\nu)}$ are given by

$$ds_1^{(\nu)}(x) = x^{-2\nu-1} dx, \quad dm_1^{(\nu)}(x) = 2x^{2\nu+1} dx.$$

The killing measure is null. The end point 0 is:

- an $(s_1^{(\nu)}, m_1^{(\nu)}, 0)$-entrance point if $\nu \geq 0$,
- $(s_1^{(\nu)}, m_1^{(\nu)}, 0)$-regular if $-1 < \nu < 0$,
- an $(s_1^{(\nu)}, m_1^{(\nu)}, 0)$-exit point if $\nu \leq -1$.

Further

$$\int_0^1 \{ s_1^{(\nu)}(1) - s_1^{(\nu)}(x) \}^2 dm_1^{(\nu)}(x) < \infty \iff |\nu| < 1.$$  

The end point $\infty$ is $(s_1^{(\nu)}, m_1^{(\nu)}, 0)$-natural for all $\nu$, and in particular,

$$s_1^{(\nu)}(\infty) = \infty \iff \nu \leq 0.$$
Let $D_{t}^{(\nu)}$ be the diffusion process on $I$ with generator $G_{t}^{(\nu)}$, and with the endpoint 0 being absorbing if $-1 < \nu < 0$. We denote by $p_{1}^{(\nu)}(t, x, y)$ the transition probability density with respect to $dm_{1}^{(\nu)}$. It is known (see [1, p. 134]) that

$$p_{1}^{(\nu)}(t, x, y) = \frac{1}{2t} \exp \left\{ -\frac{x^2 + y^2}{2t} \right\} (xy)^{-\nu} I_{\nu} \left( x y \frac{1}{t} \right),$$

which is represented as the Laplace transform of Bessel functions,

$$p_{1}^{(\nu)}(t, x, y) = \int_{0}^{\infty} e^{-\lambda t} \psi_{1}^{(\nu)}(x, \lambda) \psi_{1}^{(\nu)}(y, \lambda) \sigma_{1}^{(\nu)}(\lambda) d\lambda,$$

where

$$\psi_{1}^{(\nu)}(x, \lambda) = \begin{cases} \Gamma(\nu + 1)(2/\lambda)^{\nu/2} x^{-\nu} J_{\nu}(\sqrt{2\lambda} x), & \nu \geq 0, \\ \Gamma(|\nu|)2^{-1}(2/\lambda)^{|\nu|/2} x^{|\nu|} J_{|\nu|}(\sqrt{2\lambda} x), & \nu < 0, \end{cases}$$

$$\sigma_{1}^{(\nu)}(\lambda) = \begin{cases} 2^{-\nu-1} \Gamma(\nu + 1)^{-2\lambda^\nu}, & \nu \geq 0, \\ 2^{1-|\nu|} \Gamma(|\nu|)^{-2\lambda^{|\nu|}}, & \nu < 0, \end{cases}$$

(see [6, p. 200]). For $\alpha > 0$ we denote by $g_{1,1}^{(\nu)}(x, \alpha), i = 1, 2$, the functions satisfying \((2.11)-(2.15)\) with $s = s_{1}^{(\nu)}, m = m_{1}^{(\nu)}$ and $k = 0$. It is known (see [1, p. 133]) that

$$g_{1,1}^{(\nu)}(x, \alpha) = x^{-\nu} I_{|\nu|}(\sqrt{2\alpha} x), \quad g_{1,2}^{(\nu)}(x, \alpha) = x^{-\nu} K_{|\nu|}(\sqrt{2\alpha} x).$$

Now we consider the Lévy measure densities corresponding to the inverse local time at the end point 0.

(1) Let $-1 < \nu < 0$. Then the end point 0 is $(s_{1}^{(\nu)}, m_{1}^{(\nu)}, 0)$-regular. We pose the reflecting boundary condition at 0. We denote by $D_{l}^{(\nu)}$ the diffusion process with generator $G_{l}^{(\nu)}$ and with the endpoint 0 being reflecting. We denote by $n^{(\nu)}$ the corresponding Lévy measure density. Since $s_{1}^{(\nu)}(\infty) = \infty$ by (4.4), from (2.24) we deduce

\[
(4.5) \quad n_{1}^{(\nu)}(\xi) = \lim_{x,y \to 0} D_{s_{1}^{(\nu)}}(x, y) D_{s_{1}^{(\nu)}}(y, x) p_{1}^{(\nu)}(\xi, x, y)
= \int_{0}^{\infty} e^{-\xi \lambda} \sigma_{1}^{(\nu)}(\lambda) d\lambda = 2^{-|\nu|+1} \frac{|\nu|}{\Gamma(|\nu|)} \xi^{-(|\nu|+1)}.
\]

(2) Let $-1 < \nu < 1$. Then the endpoint 0 is $(s_{1}^{(\nu)}, m_{1}^{(\nu)}, 0)$-regular or $(s_{1}^{(\nu)}, m_{1}^{(\nu)}, 0)$-entrance point, and (2.6) is satisfied in view of (4.3). For $\beta > 0$ we put $h_{1}^{(\nu, \beta)}(x) = (\beta/2)^{|\nu|/2} g_{1,2}^{(\nu)}(x, \beta)$ and denote by $G_{1}^{(\nu, \beta)}$ the harmonic transform of $G_{1}^{(\nu)}$ based on $h_{1}^{(\nu, \beta)} \in H^{(\nu, \beta)}$, that is,

$$G_{1}^{(\nu, \beta)} = \frac{1}{2} \frac{d^2}{dx^2} + \left\{ \frac{1}{2x} + \sqrt{2\beta} \frac{K_{|\nu|}(\sqrt{2\beta} x)}{K_{|\nu|}(\sqrt{2\beta} x)} \right\} \frac{d}{dx},$$
which is (1.3). Note that $G_1^{(\nu,\beta)} = G_1^{(-\nu,\beta)}$. The scale function $s_1^{(\nu,\beta)}$ and the speed measure $m_1^{(\nu,\beta)}$ are given by

$$
ds_1^{(\nu,\beta)}(x) = h_1^{(\nu,\beta)}(x)^{-2} ds_1^{(\nu)}(x), \quad dm_1^{(\nu,\beta)}(x) = h_1^{(\nu,\beta)}(x)^2 dm_1^{(\nu)}(x).
$$

By Proposition 3.3, (3.6) or (3.7) is satisfied, and $s_1^{(\nu,\beta)}(\infty) = \infty$. The end point $0$ is $(s_1^{(\nu,\beta)}, m_1^{(\nu,\beta)}, 0)$-regular. We consider the diffusion process $B_1^{(\nu,\beta)}$ with generator $G_1^{(\nu,\beta)}$ and with the end point $0$ being reflecting. Let $n_1^{(\nu,\beta,*)}$ be the corresponding Lévy measure density.

(2-i) Assume $\nu = 0$. Since $D_{s_1^{(0,\beta)}} h_1^{(0,\beta)}(0) = -1$, (3.11) implies

$$
n_1^{(0,\beta,*)}(\xi) = e^{-\beta \xi} \int_0^\infty e^{-\xi \lambda} s_1^{(0)}(\lambda) d\lambda = \frac{1}{2\xi} e^{-\beta \xi}.
$$

(2-ii) Assume $-1 < \nu < 0$. Since $h_1^{(\nu,\beta)}(0) = \Gamma(\nu)/2 \in (0, \infty)$, (3.9) leads to

$$
n_1^{(\nu,\beta,*)}(\xi) = h_1^{(\nu,\beta)}(0)^2 e^{-\beta \xi} \int_0^\infty e^{-\xi \lambda} s_1^{(\nu)}(\lambda) d\lambda = 2^{-\nu-1} \Gamma(\nu + 1) \xi^{-\nu+1} e^{-\beta \xi}.
$$

(2-iii) Assume $0 < \nu < 1$. Since $G_1^{(\nu,\beta)} = G_1^{(-\nu,\beta)}$, by using (4.7) we get

$$
n_1^{(\nu,\beta,*)}(\xi) = n_1^{(-\nu,\beta,*)}(\xi) = 2^{-\nu-1} \Gamma(\nu + 1) \xi^{-\nu+1} e^{-\beta \xi}.
$$

(4.6)–(4.8) show (1.6). As mentioned in Section 1, (1.6) was obtained by C. Donati-Martin and M. Yor [2] (see also [11]).

(3) Let $0 < \nu < 1$. Then $s_1^{(\nu)}(\infty) < \infty$ by (4.4). Therefore Proposition 3.4 leads to a special case corresponding to $\beta = 0$.

We put $h_1^{(\nu,0)}(x) = \{s_1^{(\nu)}(\infty) - s_1^{(\nu)}(x)\}/\{s_1^{(\nu)}(\infty) - s_1^{(\nu)}(1)\} = x^{-2\nu}$. Denote by $G_1^{(\nu,0)}$ the harmonic transform of $G_1^{(\nu)}$ based on $h_1^{(\nu,0)} \in \mathcal{H}_{s_1^{(\nu)},m_1^{(\nu,0)},0,0}$, that is,

$$
G_1^{(\nu,0)} = \frac{1}{2} \frac{d^2}{dx^2} + \frac{-2\nu + 1}{2x} \frac{d}{dx}.
$$

We note that this coincides with $G_1^{(-\nu)}$. The scale function $s_1^{(\nu,0)}$ and the speed measure $m_1^{(\nu,0)}$ are given by

$$
\begin{align*}
ds_1^{(\nu,0)}(x) &= h_1^{(\nu,0)}(x)^{-2} ds_1^{(\nu)}(x) = x^{2\nu-1} dx, \\
dm_1^{(\nu,0)}(x) &= h_1^{(\nu,0)}(x)^2 dm_1^{(\nu)}(x) = 2x^{-2\nu+1} dx.
\end{align*}
$$

By Proposition 3.4, (3.7) is satisfied, and $s_1^{(\nu,0)}(\infty) = \infty$. The end point $0$ is $(s_1^{(\nu,0)}, m_1^{(\nu,0)}, 0)$-regular. We consider the diffusion process $B_1^{(\nu,0)}$ with generator
\( G^{(\nu,0)}_1 \) and with the end point 0 being reflecting. Let \( n_1^{(\nu,0,\ast)} \) be the corresponding Lévy measure density. Since \( G_1^{(\nu,0)} = G_1^{(-\nu)} \), (4.5) yields

\[
n_1^{(\nu,0,\ast)}(\xi) = 2^{-|\nu+1| - \nu|\Gamma(-\nu)|} \xi^{-|\nu+1|} = 2^{-\nu+1} \frac{\nu}{\Gamma(\nu)} \xi^{-\nu-1},
\]

which coincides with \( n_1^{(-\nu,\ast)} \).

**Example 4.2** (Radial Ornstein–Uhlenbeck process). Let us consider the following diffusion operator on \( I = (0, \infty) \):

\[
G^{(\nu,\kappa)}_2 = \frac{1}{2} \frac{d^2}{dx^2} + \left( \frac{2\nu + 1}{2x} - \kappa x \right) \frac{d}{dx},
\]

where \(-\infty < \nu < \infty \) and \( \kappa > 0 \). This is a radial Ornstein–Uhlenbeck operator, and the scale function \( s^{(\nu,\kappa)}_2 \) and the speed measure \( m^{(\nu,\kappa)}_2 \) are given by

\[
ds^{(\nu,\kappa)}_2(x) = x^{-2\nu-1} e^{\kappa x^2} dx, \quad dm^{(\nu,\kappa)}_2(x) = 2x^{2\nu+1} e^{-\kappa x^2} dx.
\]

The killing measure is null. The end point 0 is:

- **null** \((s^{(\nu,\kappa)}_2, m^{(\nu,\kappa)}_2, 0)\)-entrance **point** if \( \nu \geq 0 \),
- **null** \((s^{(\nu,\kappa)}_2, m^{(\nu,\kappa)}_2, 0)\)-regular if \(-1 < \nu < 0 \),
- **null** \((s^{(\nu,\kappa)}_2, m^{(\nu,\kappa)}_2, 0)\)-exit **point** if \( \nu \leq -1 \).

Further

\[
\int_0^1 \{ s^{(\nu,\kappa)}_2(1) - s^{(\nu,\kappa)}_2(x) \}^2 dm^{(\nu,\kappa)}_2(x) < \infty \iff |\nu| < 1.
\]

The end point \( \infty \) is always \((s^{(\nu,\kappa)}_2, m^{(\nu,\kappa)}_2, 0)\)-natural for all \( \nu \), and

\[
s^{(\nu,\kappa)}_2(\infty) = \infty.
\]

Let \( D^{(\nu,\kappa)}_2 \) be the diffusion process on \( I \) with generator \( G^{(\nu,\kappa)}_2 \), and with the end point 0 being absorbing if \(-1 < \nu < 0 \). We denote by \( p^{(\nu,\kappa)}_2(t, x, y) \) the transition probability density with respect to \( dm^{(\nu,\kappa)}_2 \). It is known (see [1, pp. 139–140]) that

\[
p^{(\nu,\kappa)}_2(t, x, y) = \frac{\kappa}{2x^{\nu} y^{\nu} \sinh(\kappa t)} \exp \left\{ \kappa(\nu + 1)t - \frac{\kappa e^{-\kappa t}(x^2 + y^2)}{2 \sinh(\kappa t)} \right\} I_{[\nu]} \left( \frac{\kappa xy}{\sinh(\kappa t)} \right).
\]

By (4.11), we see that

\[
\lim_{\kappa \to 0} p^{(\nu,\kappa)}_2(t, x, y) = p^{(\nu)}_1(t, x, y).
\]
Since \( \lim_{\kappa \to 0} s_2^{(\nu, \kappa)}(x) = s_1^{(\nu)}(x) \) and \( \lim_{\kappa \to 0} m_2^{(\nu, \kappa)}(x) = m_1^{(\nu)}(x) \) for \( x \in I \), (4.12) also follows from Lemma 5.2 of [8]. Further we note the following: if \(-1 < \nu < 0\),

\[
(4.13) \quad \lim_{x, y \to 0} D_{s_2^{(\nu, \kappa)}(x)} D_{s_2^{(\nu, \kappa)}(y)} \rho_2^{(\nu, \kappa)}(\xi, x, y) = 2^{-|\nu|+1} \frac{|\nu|}{\Gamma(|\nu|)} \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{|\nu|+1} e^{\kappa (|\nu|+1) \xi},
\]

while if \( \nu \geq 0 \),

\[
(4.14) \quad \lim_{x, y \to 0} p_2^{(\nu, \kappa)}(\xi, x, y) = 2^{-\nu-1} \frac{1}{\Gamma(\nu + 1)} \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{\nu+1} e^{\kappa (\nu+1) \xi}.
\]

For \( \alpha > 0 \), we denote by \( g_{2,i}^{(\nu, \kappa)}(x, \alpha), i = 1, 2 \), the functions satisfying (2.11) through (2.15) with \( s = s_2^{(\nu, \kappa)} \), \( m = m_2^{(\nu, \kappa)} \) and \( k = 0 \). It is known (see [1, p. 139]) that

\[
g_{2,1}^{(\nu, \kappa)}(x, \alpha) = \frac{\kappa^{\nu/2}}{2^{\nu/2} \Gamma(\nu + 1/2)} x^{-\nu+1} e^{\kappa \alpha^2/2} M_{\nu+1/2} + \frac{\kappa^2}{2} \left( \nu \alpha + \frac{\kappa x^2}{2} \right),
\]

\[
g_{2,2}^{(\nu, \kappa)}(x, \alpha) = \frac{\kappa^{\nu/2-1/2}}{2^{\nu/2} \alpha^{\nu/2}} \Gamma \left( \frac{\nu}{2} - \frac{\nu}{2} + \frac{\alpha}{2\kappa} \right) x^{-\nu+1} e^{\kappa \alpha^2/2} W_{\nu+1/2} + \frac{\kappa^2}{2} \left( \nu \alpha + \frac{\kappa x^2}{2} \right).
\]

Now we consider the Lévy measure densities corresponding to the inverse local time at the end point 0.

(1) Let \(-1 < \nu < 0\). Then the end point 0 is \( (s_2^{(\nu, \kappa)}, m_2^{(\nu, \kappa)}, 0) \)-regular. We pose the reflecting boundary condition at 0. We denote by \( \mathbb{D}_2^{(\nu, \kappa)} \) the diffusion process with generator \( \mathcal{G}_2^{(\nu, \kappa)} \) and with the end point 0 being reflecting. We denote by \( n_2^{(\nu, \kappa)} \) the corresponding Lévy measure density. Since \( s_2^{(\nu, \kappa)}(\infty) = \infty \) by (4.10), from (2.24) and (4.13) we derive

\[
(4.15) \quad n_2^{(\nu, \kappa)}(\xi) = \lim_{x, y \to 0} D_{s_2^{(\nu, \kappa)}(x)} D_{s_2^{(\nu, \kappa)}(y)} \rho_2^{(\nu, \kappa)}(\xi, x, y) = 2^{-|\nu|+1} \frac{|\nu|}{\Gamma(|\nu|)} \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{|\nu|+1} e^{\kappa (|\nu|+1) \xi}.
\]

In view of Theorem 2.4 we get

\[
\lim_{\kappa \to 0} n_2^{(\nu, \kappa)}(\xi) = n_1^{(\nu)}(\xi).
\]

We also note that this can be directly obtained from (4.5) and (4.15).

(2) Let \(-1 < \nu < 1\). Then 0 is \( (s_2^{(\nu, \kappa)}, m_2^{(\nu, \kappa)}, 0) \)-regular or \( m_2^{(\nu, \kappa)} \)-entrance point, and (2.6) is satisfied in view of (4.9). For \( \beta > 0 \) we put \( h_2^{(\nu, \kappa, \beta)}(x) = \)
\[(\beta/2)|\nu|/2g^{(\nu,0)}_{\alpha,2}(x, \beta)\] and denote by \(G^{(\nu,0)}_{2}(x, \beta)\) the harmonic transform of \(G^{(\nu,0)}_{2}\) based on \(h^{(\nu,0)}_{2} \in H^{(\nu,0),m^{(\nu,0)},0,\beta}_{\alpha,2}\), that is, 
\[
G^{(\nu,0)}_{2} = \frac{1}{2} \frac{d^2}{dx^2} + \left\{ -\frac{1}{2x} + 2\kappa \frac{W_{\beta}^{2} + \nu^{2} + |\nu|}{W_{\beta}^{2} + \nu^{2} + |\nu|} \right\} \frac{d}{dx},
\]
which is (4.14). The scale function \(s^{(\nu,0,\beta)}_{1}\) and the speed measure \(m^{(\nu,0,\beta)}_{2}\) are given by 
\[
ds^{(\nu,0,\beta)}_{2}(x) = h^{(\nu,0,\beta)}_{2}(x) - 2 ds^{(\nu,\beta)}_{2}(x), \quad \dm^{(\nu,0,\beta)}_{2}(x) = h^{(\nu,0,\beta)}_{2}(x)^{2} \dm^{(\nu,0,\beta)}_{2}(x).
\]

By Proposition 3.3, (3.6) or (3.7) is satisfied, and \(s^{(\nu,0,\beta)}_{2}(\infty) = \infty\). The end point \(0\) is \((s^{(\nu,0,\beta)}_{2}, m^{(\nu,0,\beta)}_{2}, 0)\)-regular. We consider the diffusion process \(D^{(\nu,0,\beta)}_{2}\) with generator \(G^{(\nu,0,\beta)}_{2}\) and with the end point \(0\) being reflecting. Let \(n^{(\nu,0,\beta)}_{2}\) be the corresponding Lévy measure density.

(2-i) Assume \(\nu = 0\). Since \(D^{(\nu,0)}_{s^{(\nu,0,\beta)}_{2}}(0) = -1\) by [7, Problem 17, p. 279] and recursion (see [6, p. 73]), (3.12) and (4.14) imply
\[
n_{2}^{(\nu,0,\beta,\ast)}(\xi) = D^{(\nu,0)}_{s^{(\nu,0,\beta)}_{2}}(0)^{2} e^{\beta \xi} \lim_{x,y \to 0} p^{(\nu,0)}_{2}(\xi, x, y) = \frac{\kappa}{2 \sinh(\kappa \xi)} e^{(\kappa - \beta) \xi}.
\]

(2-ii) Assume \(-1 < \nu < 0\). Since \(h^{(\nu,0,\beta)}_{2}(0) = \Gamma(|\nu|)/2\), (3.10) and (4.13) imply
\[
n_{2}^{(\nu,0,\beta,\ast)}(\xi) = 2^{-|\nu|-1} \Gamma(1) \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{|\nu|+1} e^{\{\kappa(\nu+1)-\beta\} \xi}.
\]

(2-iii) Assume \(0 < \nu < 1\). Since \(D^{(\nu,0)}_{s^{(\nu,0,\beta)}_{2}}(0) = -\Gamma(\nu+1)\) by recursion (see [6, p. 73]), (3.12) and (4.14) imply
\[
n_{2}^{(\nu,0,\beta,\ast)}(\xi) = D^{(\nu,0)}_{s^{(\nu,0,\beta)}_{2}}(0)^{2} e^{-\beta \xi} \lim_{x,y \to 0} p^{(\nu,0)}_{2}(\xi, x, y) = 2^{-\nu-1} \Gamma(1) \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{\nu+1} e^{\{\kappa(\nu+1)-\beta\} \xi}.
\]

(4.16)–(4.18) show (1.7). As mentioned in Section 1, (1.7) was obtained by C. Donati-Martin and M. Yor [3] in the case \(-1 < \nu < 0\).

By using one of the limit theorems of [1, p. 640], we see that \(\lim_{\kappa \to 0} g^{(\nu,0)}_{2,2}(x, \beta) = g^{(\nu,0)}_{1,2}(x, \beta)\), and hence \(\lim_{\kappa \to 0} h^{(\nu,0,\beta)}_{2}(x) = h^{(\nu,0,\beta)}_{1}(x)\), \(\lim_{\kappa \to 0} s^{(\nu,0,\beta)}_{2}(x) = s^{(\nu,0,\beta)}_{1}(x)\), and \(\lim_{\kappa \to 0} m^{(\nu,0,\beta)}_{2}(x) = m^{(\nu,0,\beta)}_{1}(x)\). Theorem 2.4 yields
\[
\lim_{\kappa \to 0} n^{(\nu,0,\beta,\ast)}_{2}(\xi) = n^{(\nu,0,\beta,\ast)}_{1}(\xi).
\]
(4.19) also follows from (4.6)–(4.8) and (4.16)–(4.18).
We finally consider the special case $\beta = \kappa (\nu + 1) > 0$. Then $G'_{2}^{(\nu, \kappa, \beta)}$ reduces to
\[
G'_{2}^{(\nu, \kappa, \beta)}(x) = \frac{1}{2} \frac{d^2}{dx^2} + \left\{ \frac{1}{2x} + 2\kappa \frac{W_{0}[\nu/2](\kappa x^2)}{W_{0}[\nu/2](\kappa x^2)} \right\} \frac{d}{dx}
\]
where we used [7, Problem 19 in p. 279]. By (4.16)–(4.18), the Lévy measure density corresponding to the inverse local time at 0 for $D_{2}^{(\nu, \kappa, \beta)}$ is
\[
n_{2}^{(\nu, \kappa, \beta)}(x) = 2^{-|\nu|} - 1 \Gamma(|\nu| + 1) \left( \frac{\kappa}{\sinh(\kappa x)} \right)^{|\nu| + 1}.
\]

**Example 4.3** (Radial Ornstein–Uhlenbeck process). Let us consider the following diffusion operator on $I = (0, \infty)$:
\[
G_{3}^{(\nu, \kappa)} = \frac{1}{2} \frac{d^2}{dx^2} + \left( \frac{2\nu + 1}{2x} + \kappa x \right) \frac{d}{dx},
\]
where $-\infty < \nu < \infty$ and $\kappa > 0$. This is also a radial Ornstein–Uhlenbeck operator, and the scale function $s_{3}^{(\nu, \kappa)}$ and the speed measure $m_{3}^{(\nu, \kappa)}$ are given by
\[
ds_{3}^{(\nu, \kappa)}(x) = x^{-2\nu+1} e^{-\kappa x^2} dx, \quad dm_{3}^{(\nu, \kappa)}(x) = 2x^{2\nu+1} e^{\kappa x^2} dx.
\]
The killing measure is null. The end point 0 is:
- **absorption point** if $\nu \geq 0$,
- $(s_{3}^{(\nu, \kappa)}, m_{3}^{(\nu, \kappa)}, 0)$-regular if $-1 < \nu < 0$,
- **exit point** if $\nu \leq -1$.

Further
\[
\int_{0}^{1} \left\{ s_{3}^{(\nu, \kappa)}(1) - s_{3}^{(\nu, \kappa)}(x) \right\}^2 dm_{3}^{(\nu, \kappa)}(x) < \infty \iff |\nu| < 1.
\]
The end point $\infty$ is always $(s_{3}^{(\nu, \kappa)}, m_{3}^{(\nu, \kappa)}, 0)$-natural for all $\nu$, and
\[
s_{3}^{(\nu, \kappa)}(\infty) < \infty.
\]
Let $D_{3}^{(\nu, \kappa)}$ be the diffusion process on $I$ with generator $G_{3}^{(\nu, \kappa)}$, and with the end point 0 being absorbing if $-1 < \nu < 0$. We denote by $p_{3}^{(\nu, \kappa)}(t, x, y)$ the transition probability density with respect to $dm_{3}^{(\nu, \kappa)}$. It is known (see [1, pp. 139–140]) that
\[
p_{3}^{(\nu, \kappa)}(t, x, y) = \frac{\kappa}{2x^{\nu} y^{\nu} \sinh(\kappa t)} \exp \left\{ -\kappa(\nu + 1)t - \frac{\kappa e^{\kappa t}(x^2 + y^2)}{2\sinh(\kappa t)} \right\} I_{|\nu|} \left( \frac{\kappa e^{\kappa t} y}{\sinh(\kappa t)} \right).
\]
By (4.22),

\[ \lim_{\kappa \to 0} \rho_3^{(\nu, \kappa)}(t, x, y) = \rho_1^{(\nu)}(t, x, y). \]

Since \( \lim_{\kappa \to 0} s_3^{(\nu, \kappa)}(x) = s_1^{(\nu)}(x) \) and \( \lim_{\kappa \to 0} m_3^{(\nu, \kappa)}(x) = m_1^{(\nu)}(x) \) for \( x \in I \), (4.23) also follows from Lemma 5.2 of [8]. In the same way as for (4.13) and (4.14), we find that if \(-1 < \nu < 0\),

\[ \lim_{x, y \to 0} D_{s_3^{(\nu, \kappa)}}(x) D_{s_2^{(\nu, \kappa)}}(y) P_3^{(\nu, \kappa)}(\xi, x, y) \]

\[ = 2^{-|\nu|+1} \frac{|\nu|}{\Gamma(|\nu|)} \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{|\nu|+1} e^{-\kappa(\nu+1)\xi}, \]

while if \( \nu \geq 0 \),

\[ \lim_{x, y \to 0} P_3^{(\nu, \kappa)}(\xi, x, y) = 2^{-|\nu|-1} \frac{1}{\Gamma(\nu + 1)} \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{\nu+1} e^{-\kappa(\nu+1)\xi}. \]

For \( \alpha > 0 \) we denote by \( g_{3,i}^{(\nu, \kappa)}(x, \alpha), i = 1, 2, \) the functions satisfying (2.11)–(2.15) with \( s = s_3^{(\nu, \kappa)} \), \( m = m_3^{(\nu, \kappa)} \) and \( k = 0 \). It is known (see [1, p. 140])\(^1\) that

\[ g_{3,1}^{(\nu, \kappa)}(x, \alpha) = \frac{\alpha^{|\nu|/2}}{2^{\nu/2} \Gamma(|\nu|+1/2)} x^{-\nu-1/2} e^{-\kappa x^2/2} M - \frac{\alpha x}{2 \kappa} - \frac{\alpha x}{2 \kappa} (\kappa x^2), \]

\[ g_{3,2}^{(\nu, \kappa)}(x, \alpha) = \frac{\kappa^{1/2} x^{-|\nu|-1/2}}{2^{1-|\nu|/2} \alpha} \Gamma \left( \frac{|\nu|}{2} + \frac{\nu}{2} + \frac{\alpha}{2 \kappa} + 1 \right) x^{-\nu-1} e^{-\kappa x^2/2} W - \frac{\alpha}{2 \kappa} - \frac{\alpha}{2 \kappa} (\kappa x^2). \]

Now we consider the Lévy measure densities corresponding to the inverse local time at the end point 0. We assume \(-1 < \nu < 1\). Then the end point 0 is \((s_3^{(\nu, \kappa)}, m_3^{(\nu, \kappa)}), 0)\)-regular or \((s_3^{(\nu, \kappa)}, m_3^{(\nu, \kappa)}), 0)\)-entrance point, and (2.6) is satisfied by (4.20).

(1) For \( \beta > 0 \) we put \( h_3^{(\nu, \kappa, \beta)}(x) = (\beta/2)^{|\nu|/2} g_{3,2}^{(\nu, \kappa)}(x, \beta) \) and denote by \( G_3^{(\nu, \kappa, \beta)} \) the harmonic transform of \( G_3^{(\nu, \kappa)} \) based on \( h_3^{(\nu, \kappa, \beta)} \in \mathcal{H}_{s_3^{(\nu, \kappa)}, m_3^{(\nu, \kappa)}}, 0 \), that is,

\[ G_3^{(\nu, \kappa, \beta)} = \frac{1}{2} \frac{d^2}{dx^2} + \left\{ -\frac{1}{2x} + \frac{2\kappa e^{x} W - \frac{\beta + x}{2 \kappa} - \frac{\beta + x}{2 \kappa} (\kappa x^2)}{W - \frac{\beta + x}{2 \kappa} - \frac{\beta + x}{2 \kappa} (\kappa x^2)} \right\} \frac{d}{dx}, \]

which is (1.5). The scale function \( s_3^{(\nu, \kappa, \beta)} \) and the speed measure \( m_3^{(\nu, \kappa, \beta)} \) are given by

\[ ds_3^{(\nu, \kappa, \beta)}(x) = h_3^{(\nu, \kappa, \beta)}(x)^{-2} ds_3^{(\nu, \kappa)}(x), \quad dm_3^{(\nu, \kappa, \beta)}(x) = h_3^{(\nu, \kappa, \beta)}(x)^{2} dm_3^{(\nu, \kappa)}(x). \]

\(^1\)Misprints in [1, p. 140]: minus signs are missing from exponents of Green functions in the case \( \gamma < 0 \).
By Proposition 3.3, (3.6) or (3.7) is satisfied, and \( s_{3}^{(\nu,\kappa,\beta)}(\infty) = \infty \). The end point 0 is \( (s_{3}^{(\nu,\kappa,\beta)}, m_{3}^{(\nu,\kappa,\beta)}, 0) \)-regular. We consider the diffusion process \( D_{s_{3}^{(\nu,\kappa,\beta)}}^{(\nu,\kappa,\beta)} \) with generator \( G_{3}^{(\nu,\kappa,\beta)} \) and with the end point 0 being reflecting. Let \( n_{3}^{(\nu,\kappa,\beta,\ast)} \) be the corresponding Lévy measure density.

(1-i) Assume \( \nu = 0 \). Since \( D_{s_{3}^{(\nu,\kappa,\beta)}}^{(0,\kappa,\beta)}(0) = -1 \) by [7, Problem 17, p. 279] and recursion (see [6, p. 73]), (3.12) and (4.25) imply

\[
(4.26) \quad n_{3}^{(0,\kappa,\beta,\ast)}(\xi) = D_{s_{3}^{(\nu,\kappa,\beta)}}^{(0,\kappa,\beta)}(0)^{2} e^{-\beta \xi} \lim_{x,y \to 0} p_{3}^{(\nu,\kappa)}(\xi, x, y) = \frac{\kappa}{2 \sinh(\kappa \xi)} e^{(-\kappa - \beta) \xi}.
\]

(1-ii) Assume \(-1 < \nu < 0 \). Since \( h_{3}^{(\nu,\kappa,\beta)}(0) = \Gamma(|\nu|)/2, (3.10) \) and (4.24) imply

\[
(4.27) \quad n_{3}^{(\nu,\kappa,\beta,\ast)}(\xi) = 2^{-|\nu| - 1} \Gamma(|\nu| + 1) \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{|\nu| + 1} e^{(-\kappa + \nu + 1 - \beta) \xi}.
\]

(1-iii) Assume \( 0 < \nu < 1 \). Since \( D_{s_{3}^{(\nu,\kappa,\beta)}}^{(\nu,\kappa,\beta)}(0) = -\Gamma(\nu + 1) \) by recursion (see [6, p. 73]), (3.12) and (4.25) imply

\[
(4.28) \quad n_{3}^{(\nu,\kappa,\beta,\ast)}(\xi) = D_{s_{3}^{(\nu,\kappa,\beta)}}^{(\nu,\kappa,\beta)}(0)^{2} e^{-\beta \xi} \lim_{x,y \to 0} p_{3}^{(\nu,\kappa)}(\xi, x, y) = 2^{\nu - 1} \Gamma(\nu + 1) \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{\nu + 1} e^{(-\kappa + \nu + 1 - \beta) \xi}.
\]

By one of the limit theorems of [1, p. 640], we get \( \lim_{\kappa \to 0} g_{3,2}^{(\nu)}(x, \beta) = g_{1,2}^{(\nu)}(x, \beta) \), and hence \( \lim_{\kappa \to 0} n_{3}^{(\nu,\kappa,\beta)}(x) = s_{1}^{(\nu,\kappa)}(x) \) and \( \lim_{\kappa \to 0} m_{3}^{(\nu,\kappa,\beta)}(x) = m_{1}^{(\nu,\kappa)}(x) \). Theorem 2.4 yields

\[
\lim_{\kappa \to 0} n_{3}^{(\nu,\kappa,\beta,\ast)}(\xi) = n_{3}^{(\nu,\beta,\ast)}(\xi).
\]

This also follows from (4.6)–(4.8) and (4.26)–(4.28).

(2) Since \( s_{3}^{(\nu,\kappa)}(\infty) < \infty \) by (4.21), Proposition 3.4 leads to a special case corresponding to \( \beta = 0 \). Put \( h_{3}^{(\nu,\kappa,0)}(x) = \{ s_{3}^{(\nu,\kappa)}(\infty) - s_{3}^{(\nu,\kappa)}(x) \}/\{ s_{3}^{(\nu,\kappa)}(\infty) - s_{3}^{(\nu,\kappa)}(1) \} \). Denote by \( G_{3}^{(\nu,\kappa,0)} \) the harmonic transform of \( G_{3}^{(\nu,\kappa)} \) based on \( h_{3}^{(\nu,\kappa,0)} \in H_{s_{3}^{(\nu,\kappa)}, m_{3}^{(\nu,\kappa)}, 0, 0} \), that is,

\[
g_{3}^{(\nu,\kappa,0)} = \frac{1}{2} \frac{d^{2}}{dx^{2}} + \left\{ \frac{2\nu + 1}{2x} + \kappa x - \int_{x}^{\infty} y^{-2(\nu + 1)} e^{-\kappa y^{2}} dy \right\} \frac{d}{dx}.
\]

The scale function \( s_{3}^{(\nu,\kappa,0)} \) and the speed measure \( m_{3}^{(\nu,\kappa,0)} \) are given by

\[
ds_{3}^{(\nu,\kappa,0)}(x) = h_{3}^{(\nu,\kappa,0)}(x)^{-2} ds_{3}^{(\nu,\kappa)}(x), \quad dm_{3}^{(\nu,\kappa,0)}(x) = h_{3}^{(\nu,\kappa,0)}(x)^{2} dm_{3}^{(\nu,\kappa)}(x).
\]
By Proposition 3.4, (3.6) or (3.7) is satisfied, and \( s_3^{(\nu,0)}(\infty) = \infty \). The end point 0 is \((s_3^{(\nu,0)}, m_3^{(\nu,0)}, 0)\)-regular. We consider the diffusion process \( D_3^{(\nu,0,\ast)} \) with generator \( G_3^{(\nu,0,\ast)} \) and with the end point 0 being reflecting. Let \( n_3^{(\nu,0,\ast)} \) be the corresponding Lévy measure density.

(2-i) Assume \( 0 \leq \nu < 1 \). Since \( D_3^{(\nu,0)} h_3^{(\nu,0)}(0) = -\{s_3^{(\nu,0)}(\infty) - s_3^{(\nu,0)}(1)\}^{-1} \), (3.12) implies

\[
n_3^{(\nu,0,\ast)}(\xi) = \{s_3^{(\nu,0)}(\infty) - s_3^{(\nu,0)}(1)\}^{-2} 2^{-\nu - 1} \frac{1}{\Gamma(\nu + 1)} \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{\nu + 1} e^{-\kappa(\nu + 1)\xi},
\]

where we used (4.25). We note that

\[
\lim_{\kappa \to 0} n_3^{(\nu,0,\ast)}(\xi) = 2^{-\nu + 1} \frac{\nu^2}{\Gamma(\nu + 1)} \xi^{-\nu - 1}.
\]

On the other hand,

\[
\lim_{\kappa \to 0} h_3^{(\nu,0)}(x) = x^{-2\nu},
\]

and hence \( \lim_{\kappa \to 0} n_3^{(\nu,0)}(x) = s_1^{(-\nu)}(x) \) and \( \lim_{\kappa \to 0} m_3^{(\nu,0)}(x) = m_1^{(-\nu)}(x) \).

In the case \( 0 < \nu < 1 \), the end point 0 is \((s_1^{(-\nu)}, m_1^{(-\nu)}, 0)\)-regular, and hence by Theorem 2.4,

\[
\lim_{\kappa \to 0} n_3^{(\nu,0,\ast)}(\xi) = n_1^{(-\nu,\ast)} = 2^{-\nu + 1} \frac{\nu}{\Gamma(\nu)} \xi^{-\nu - 1}.
\]

This shows (4.29) with \( 0 < \nu < 1 \).

In the case \( \nu = 0 \), the end point 0 is an \((s_1^{(0)}, m_1^{(0)}, 0)\)-entrance point and hence the local time at 0 does not exist.

(2-ii) Assume \(-1 < \nu < 0 \). Since \( h_3^{(\nu,0)}(0) \in (0, \infty) \), by (3.10) and (4.24) we get

\[
n_3^{(\nu,0,\ast)}(\xi) = h_3^{(\nu,0)}(0)^{2} 2^{-|\nu| + 1} |\nu|^{\nu + 1} \frac{1}{\Gamma(|\nu|)} \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{|\nu| + 1} e^{-\kappa(\nu + 1)\xi}.
\]

Since \( \lim_{\kappa \to 0} h_3^{(\nu,0)}(0) = 1 \), we have \( \lim_{\kappa \to 0} s_3^{(\nu,0)}(x) = s_1^{(\nu)}(x) \) and \( \lim_{\kappa \to 0} m_3^{(\nu,0)}(x) = m_1^{(\nu)}(x) \). By Theorem 2.4 and (4.5),

\[
\lim_{\kappa \to 0} n_3^{(\nu,0,\ast)}(\xi) = n_1^{(\nu,\ast)}(\xi) = 2^{-|\nu| + 1} |\nu| \frac{1}{\Gamma(|\nu|)} \xi^{-|\nu| - 1}.
\]

This also follows from (4.30).

**Example 4.4** (Squared Bessel process). Let us consider the following diffusion operator on \( J = (0, \infty) \):

\[
G_2^{(\nu)} = 2x \frac{d^2}{dx^2} + (2\nu + 2) \frac{d}{dx}.
\]
where \(-\infty < \nu < \infty\). This is the squared Bessel operator, and the scale function \(s_4^{(\nu)}\) and the speed measure \(m_4^{(\nu)}\) are given by

\[
ds_4^{(\nu)}(x) = x^{-\nu - 1} \, dx, \quad dm_4^{(\nu)}(x) = 2^{-1} x^\nu \, dx.
\]

The killing measure is null. The end point 0 is:

\begin{itemize}
  \item an \((s_4^{(\nu)}, m_4^{(\nu)}, 0)\)-entrance \textbf{point} if \(\nu \geq 0\),
  \item \((s_4^{(\nu)}, m_4^{(\nu)}, 0)\)-regular if \(-1 < \nu < 0\),
  \item an \((s_4^{(\nu)}, m_4^{(\nu)}, 0)\)-exit \textbf{point} if \(\nu \leq -1\).
\end{itemize}

Further

\[
\int_0^1 (s_4^{(\nu)}(1) - s_4^{(\nu)}(x))^2 dm_4^{(\nu)}(x) < \infty \iff |\nu| < 1.
\]

The end point \(\infty\) is \((s_4^{(\nu)}, m_4^{(\nu)}, 0)\)-natural for all \(\nu\), and

\[
s_4^{(\nu)}(\infty) = \infty \iff \nu \leq 0.
\]

Let \(D_4^{(\nu)}\) be the diffusion process on \(I\) with generator \(G_4^{(\nu)}\), and with the end point 0 being absorbing if \(-1 < \nu < 0\). We denote by \(p_4^{(\nu)}(t, x, y)\) the transition probability density with respect to \(dm_4^{(\nu)}\). It is known (see [1, p. 136]) that

\[
p_4^{(\nu)}(t, x, y) = \frac{1}{t} \exp \left\{-\frac{x + y}{2t}\right\} (xy)^{-\nu/2} I_{\nu}(\sqrt{\frac{xy}{t}}).
\]

In the same way as for the spectral representation of \(p_1^{(\nu)}(t, x, y)\) in Example 4.1, we get

\[
p_4^{(\nu)}(t, x, y) = \int_0^\infty e^{-\lambda} \psi_4^{(\nu)}(x, \lambda) \psi_4^{(\nu)}(y, \lambda) \sigma_4^{(\nu)}(\lambda) \, d\lambda,
\]

where

\[
\psi_4^{(\nu)}(x, \lambda) = \begin{cases} 
  \Gamma(\nu + 1)(2/\lambda)^{\nu/2} x^{-\nu/2} J_\nu(\sqrt{2\lambda x}), & \nu \geq 0, \\
  \Gamma(|\nu|)(2/\lambda)^{|\nu|/2} x^{|\nu|/2} J_\nu(\sqrt{2\lambda x}), & \nu < 0,
\end{cases}
\]

\[
\sigma_4^{(\nu)}(\lambda) = \begin{cases} 
  2^{\nu} \Gamma(\nu + 1) x^\nu, & \nu \geq 0, \\
  2^{-|\nu|} \Gamma(|\nu|) x^{-|\nu|}, & \nu < 0.
\end{cases}
\]

For \(\alpha > 0\) we denote by \(g_{4,i}^{(\nu)}(x, \alpha), i = 1, 2\), the functions satisfying (2.11)–(2.15) with \(s = s_4^{(\nu)}, m = m_4^{(\nu)}\) and \(k = 0\). It is known (see [1, p. 135]) that

\[
g_{4,1}^{(\nu)}(x, \alpha) = x^{-\nu/2} I_{\nu}(\sqrt{2\alpha x}), \quad g_{4,2}^{(\nu)}(x, \alpha) = x^{-\nu/2} K_{\nu}(\sqrt{2\alpha x}).
\]

Now we consider the Lévy measure densities corresponding to the inverse local time at the end point 0.
(1) Let $-1 < \nu < 0$. Then the end point 0 is $(s_4^{(\nu)}, m_4^{(\nu)}, 0)$-regular. We pose the reflecting boundary condition at 0. We denote by $D^{(\nu, s)}_4$ the diffusion process with generator $\mathcal{G}_4^{(\nu)}$ and with the end point 0 being reflecting. We denote by $n_4^{(\nu, s)}$ the corresponding Lévy measure density. Since $s_4^{(\nu)}(\infty) = \infty$ by (4.32), from (2.24) we derive

\begin{equation}
(4.33)
\begin{aligned}
n_4^{(\nu, s)}(\xi) = & \lim_{x, y \to 0} D_{s_4^{(\nu)}}(x) D_{s_4^{(\nu)}}(y) P_4^{(\nu)}(\xi, x, y) \\
= & \int_0^\infty e^{-\xi \lambda \sigma_4^{(\nu)}(\lambda)} d\lambda = 2^{-|\nu|} \frac{|\nu|}{\Gamma(|\nu|)} \xi^{-|\nu|+1}.
\end{aligned}
\end{equation}

(2) Let $-1 < \nu < 1$. Then 0 is $(s_4^{(\nu)}, m_4^{(\nu)}, 0)$-regular or (i) $(s_4^{(\nu)}, m_4^{(\nu)}, 0)$-entrance point, and (2.6) is satisfied in view of (4.31). For $\beta > 0$ we put $h_4^{(\nu, \beta)}(x) = (\beta/2)^{\nu/2} g_4^{(\nu)}(x, \beta)$ and denote by $\mathcal{G}_4^{(\nu, \beta)}$ the harmonic transform of $\mathcal{G}_4^{(\nu)}$ based on $h_4^{(\nu, \beta)} \in H_4^{s_4^{(\nu)}, m_4^{(\nu, \beta)}, 0}$, that is,

\begin{equation}
\mathcal{G}_4^{(\nu, \beta)} = 2x \frac{d^2}{dx^2} + 2 \left( 1 + \frac{d}{\sqrt{2\beta x}} \frac{K_\nu(\sqrt{2\beta x})}{K_\nu(\sqrt{x})} \right) \frac{d}{dx}.
\end{equation}

The scale function $s_4^{(\nu, \beta)}$ and the speed measure $m_4^{(\nu, \beta)}$ are given by

\begin{equation}
ds_4^{(\nu, \beta)}(x) = h_4^{(\nu, \beta)}(x)^{-2} ds_4^{(\nu)}(x), \quad dm_4^{(\nu, \beta)}(x) = h_4^{(\nu, \beta)}(x)^2 dm_4^{(\nu)}(x).
\end{equation}

By Proposition 3.3, (3.6) or (3.7) is satisfied, and $s_4^{(\nu, \beta)}(\infty) = \infty$. The end point 0 is $(s_4^{(\nu, \beta)}, m_4^{(\nu, \beta)}, 0)$-regular. We consider the diffusion process $D_4^{(\nu, \beta, s)}$ with generator $\mathcal{G}_4^{(\nu, \beta)}$ and with the end point 0 being reflecting. Let $n_4^{(\nu, \beta, s)}$ be the corresponding Lévy measure density.

(2-i) Assume $\nu = 0$. Since $D_{s_4^{(0)}} h_4^{(0, \beta)}(0) = -1/2$, (3.11) implies

\begin{equation}
(4.34)
\begin{aligned}
n_4^{(0, \beta, s)}(\xi) = & \frac{1}{4} e^{-\beta \xi} \int_{(0, \infty)} e^{-\xi \lambda \sigma_4^{(0)}(\lambda)} d\lambda = \frac{1}{4\xi} e^{-\beta \xi}.
\end{aligned}
\end{equation}

(2-ii) Assume $-1 < \nu < 0$. Since $h_4^{(\nu, \beta)}(0) = \Gamma(\nu) / 2$, (3.9) leads to

\begin{equation}
(4.35)
\begin{aligned}
n_4^{(\nu, \beta, s)}(\xi) = & h_4^{(\nu, \beta)}(0)^2 e^{-\beta \xi} \int_0^\infty e^{-\xi \lambda \sigma_4^{(\nu)}(\lambda)} d\lambda \\
= & 2^{\nu-2} \Gamma(\nu+1) \xi^{\nu-1} e^{-\beta \xi}.
\end{aligned}
\end{equation}

(2-iii) Assume $0 < \nu < 1$. Since $\mathcal{G}_4^{(\nu, \beta)} = \mathcal{G}_4^{(-\nu, \beta)}$, by using (4.35) we get

\begin{equation}
(4.36)
\begin{aligned}
n_4^{(\nu, \beta, s)}(\xi) = & n_4^{(-\nu, \beta, s)}(\xi) = 2^{-\nu-2} \Gamma(\nu+1) \xi^{\nu-1} e^{-\beta \xi}.
\end{aligned}
\end{equation}

(3) Let $0 < \nu < 1$. Then $s_4^{(\nu)}(\infty) < \infty$ by (4.32). Therefore Proposition 3.4 leads to a special case corresponding to $\beta = 0$. We put $h_4^{(\nu, 0)}(x) = \{ s_4^{(\nu)}(\infty) - x \}^+$. 

The end point 0 is: 

\[ s_4^{(\nu)}(x) / s_4^{(\nu)}(\infty) - s_4^{(\nu)}(1) = x^{-\nu}. \]

Denote by \( G_4^{(\nu,0)} \) the harmonic transform of \( G_4^{(\nu)} \) based on \( h_4^{(\nu,0)} \in H_{s_4^{(\nu)},m_4^{(\nu,0)},0} \), that is,

\[ G_4^{(\nu,0)} = 2x \frac{d^2}{dx^2} + (-2\nu + 2) \frac{d}{dx}. \]

We note that this coincides with \( G_4^{(-\nu)} \). The scale function \( s_4^{(\nu,0)} \) and the speed measure \( m_4^{(\nu,0)} \) are given by

\[
\begin{align*}
    ds_4^{(\nu,0)}(x) &= h_4^{(\nu,0)}(x)^{-2} ds_4^{(\nu)}(x) = x^{\nu-1} dx = ds_4^{(-\nu)}(x), \\
    dm_4^{(\nu,0)}(x) &= h_4^{(\nu,0)}(x)^2 dm_4^{(\nu)}(x) = 2^{-1} x^{-\nu} dx = dm_4^{(-\nu)}(x).
\end{align*}
\]

By Proposition 3.4, (3.7) is satisfied, and \( s_4^{(\nu,0)}(\infty) = \infty \). The end point 0 is \( (s_4^{(\nu,0)}, m_4^{(\nu,0)}, 0) \)-regular. We consider the diffusion process \( D_4^{(\nu,\kappa)} \) with generator \( G_4^{(\nu,\kappa)} \) and with the end point 0 being reflecting. Let \( n_4^{(\nu,\kappa)} \) be the corresponding Lévy measure density. Since \( G_4^{(\nu,0)} = G_4^{(-\nu)} \), (4.33) yields

\[ n_4^{(\nu,\kappa)}(\xi) = 2^{-\nu} \frac{\nu}{\Gamma(\nu+1)} \xi^{-(\nu+1)} = n_4^{(-\nu,\kappa)}(\xi). \]

**Example 4.5** (Squared radial Ornstein–Uhlenbeck process). Let us consider the following diffusion operator on \( I = (0, \infty) \):

\[ G_5^{(\nu,\kappa)} = 2x \frac{d^2}{dx^2} + (2\nu + 2 - 2\kappa x) \frac{d}{dx}, \]

where \( -\infty < \nu < \infty \) and \( \kappa > 0 \). This is a squared radial Ornstein–Uhlenbeck operator, and the scale function \( s_5^{(\nu,\kappa)} \) and the speed measure \( m_5^{(\nu,\kappa)} \) are

\[
\begin{align*}
    ds_5^{(\nu,\kappa)}(x) &= x^{-\nu-1} e^{\kappa x} dx, \\
    dm_5^{(\nu,\kappa)}(x) &= 2^{-1} x^\nu e^{-\kappa x} dx.
\end{align*}
\]

The killing measure is null. The end point 0 is:

- \textbf{am} \((s_5^{(\nu,\kappa)}, m_5^{(\nu,\kappa)}, 0)\)-entrance \textbf{point} if \( \nu \geq 0 \),
- \((s_5^{(\nu,\kappa)}, m_5^{(\nu,\kappa)}, 0)\)-regular if \(-1 < \nu < 0 \),
- \textbf{am} \((s_5^{(\nu,\kappa)}, m_5^{(\nu,\kappa)}, 0)\)-exit \textbf{point} if \( \nu \leq -1 \).

Further

\[ \int_0^1 \{ s_5^{(\nu,\kappa)}(1) - s_5^{(\nu,\kappa)}(x) \}^2 dm_5^{(\nu,\kappa)}(x) < \infty \iff |\nu| < 1. \]

The end point \( \infty \) is \((s_5^{(\nu,\kappa)}, m_5^{(\nu,\kappa)}, 0)\)-natural for all \( \nu \)

\[ s_5^{(\nu,\kappa)}(\infty) = \infty. \]
Let $\mathcal{D}_5^{(\nu,\kappa)}$ be the diffusion process on $I$ with generator $\mathcal{G}_5^{(\nu,\kappa)}$, and with the end point 0 being absorbing if $-1 < \nu < 0$. We denote by $p_5^{(\nu,\kappa)}(t, x, y)$ the transition probability density with respect to $dm_5^{(\nu,\kappa)}$. It is known (see [1, p. 142]) that

\begin{equation}
(4.39) \quad p_5^{(\nu,\kappa)}(t, x, y) = \frac{\kappa}{\sinh(\kappa t)} (xy)^{-\nu/2} \exp \left\{ \kappa(\nu + 1)t - \frac{\kappa e^{-\kappa t}(x + y)}{2 \sinh(\kappa t)} \right\} I_{[\nu]} \left( \frac{\kappa \sqrt{xy}}{\sinh(\kappa t)} \right).
\end{equation}

By (4.39),

\begin{equation}
(4.40) \quad \lim_{\kappa \to 0} p_5^{(\nu,\kappa)}(t, x, y) = p_4^{(\nu)}(t, x, y).
\end{equation}

Since $\lim_{\kappa \to 0} s_5^{(\nu,\kappa)}(x) = s_4^{(\nu)}(x)$ and $\lim_{\kappa \to 0} m_5^{(\nu,\kappa)}(x) = m_4^{(\nu)}(x)$ for $x \in I$, (4.40) also follows from Lemma 5.2 of [8]. Further we note that if $-1 < \nu < 0$,

\begin{equation}
(4.41) \quad \lim_{x, y \to 0} D_{s_5^{(\nu,\kappa)}}(x) D_{s_5^{(\nu,\kappa)}}(y) p_5^{(\nu,\kappa)}(\xi, x, y) = 2^{-|\nu|} \frac{\Gamma(|\nu|)}{\Gamma(|\nu| + 1)} \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{|\nu|+1} e^{\kappa(\nu+1)\xi},
\end{equation}

while if $\nu \geq 0$,

\begin{equation}
(4.42) \quad \lim_{x, y \to 0} p_6^{(\nu,\kappa)}(\xi, x, y) = 2^{-\nu} \frac{1}{\Gamma(\nu + 1)} \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{\nu+1} e^{\kappa(\nu+1)\xi}.
\end{equation}

For $\alpha > 0$ we denote by $g_5^{(\nu,\kappa)}(x, \alpha)$, $i = 1, 2$, the functions satisfying (2.11)–(2.15) with $s = s_5^{(\nu,\kappa)}$, $m = m_5^{(\nu,\kappa)}$ and $k = 0$. It is known (see [1, pp. 141–142]) that

\begin{align*}
g_{5,1}^{(\nu,\kappa)}(x,\alpha) &= \frac{\alpha^{\nu/2}}{2^{\nu/2} \Gamma(\nu + 1) \kappa^{(\nu+1)/2}} x^{-\frac{\nu+1}{2}} e^{-\frac{\kappa x}{2}} M_{\frac{\nu}{\alpha} + \frac{\nu+1}{\alpha}, \frac{\nu+1}{\alpha}} (\kappa x), \\
g_{5,2}^{(\nu,\kappa)}(x,\alpha) &= \frac{2^{\nu/2 - 1} \Gamma(\nu - 1/2)}{\alpha^{\nu/2}} \frac{\Gamma \left( \frac{\alpha}{2\kappa} + \frac{|\nu|}{2} - \frac{\nu}{2} \right)}{\Gamma \left( \frac{\alpha}{2\kappa} + \frac{|\nu|}{2} \right)} x^{-\frac{\nu+1}{2}} e^{-\frac{\kappa x}{2}} W_{\frac{\nu}{\alpha} + \frac{\nu+1}{\alpha}, \frac{\nu+1}{\alpha}} (\kappa x).
\end{align*}

Now we consider the Lévy measure densities corresponding to the inverse local time at the end point 0.

(1) Let $-1 < \nu < 0$. Then the end point 0 is $(s_5^{(\nu,\kappa)}, m_5^{(\nu,\kappa)})$-regular. We pose the reflecting boundary condition at 0. We denote by $\mathcal{D}_5^{(\nu,\kappa)}$ the diffusion process with generator $\mathcal{G}_5^{(\nu,\kappa)}$ and with the end point 0 being reflecting. We denote by $n_{5}^{(\nu,\kappa),s}$ the corresponding Lévy measure density. Since $s_5^{(\nu,\kappa)}(\infty) = \infty$ by (4.38), from (2.24) and (4.41) we derive

\begin{align*}
n_{5}^{(\nu,\kappa),s}(\xi) &= \lim_{x, y \to 0} D_{s_5^{(\nu,\kappa)}}(x) D_{s_5^{(\nu,\kappa)}}(y) p_5^{(\nu,\kappa)}(\xi, x, y) \\
&= 2^{-|\nu|} |\nu| \frac{\kappa}{\Gamma(|\nu|)} \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{|\nu|+1} e^{\kappa(\nu+1)\xi}.
\end{align*}
(2) Let $-1 < \nu < 1$. Then $0$ is $(s^{(\nu, \kappa)}_0, m^{(\nu, \kappa)}_0, 0)$-regular or by recursion (see (2.6)) is satisfied in view of (4.37). For $\beta > 0$ we put $h^{(\nu, \kappa, \beta)}(x) = (\beta/2)^{1/2}g^{(\nu, \kappa)}_{2, 2}(x, \beta)$ and denote by $G^{(\nu, \kappa, \beta)}_0$ the harmonic transform of $G^{(\nu, \kappa)}_0$ based on $h^{(\nu, \kappa, \beta)}_0$ in $H^{(\nu, \kappa, \beta)}_0$, that is, 
\[ G^{(\nu, \kappa, \beta)}_0 = 2x \frac{d^2}{dx^2} + 4\kappa x \frac{W'(\theta + \frac{1}{2} + \frac{1}{2}(\kappa x)}{W(\theta + \frac{1}{2} + \frac{1}{2}(\kappa x))} \frac{d}{dx}. \]

The scale function $s^{(\nu, \kappa, \beta)}_5$ and the speed measure $m^{(\nu, \kappa, \beta)}_5$ are given by 
\[ ds^{(\nu, \kappa, \beta)}_5(x) = h^{(\nu, \kappa, \beta)}_5(x)^{2} ds^{(\nu, \kappa)}_5(x), \quad dm^{(\nu, \kappa, \beta)}_5(x) = h^{(\nu, \kappa, \beta)}_5(x)^2 dm^{(\nu, \kappa)}_5(x). \]

By Proposition 3.3, (3.6) or (3.7) is satisfied, and $s^{(\nu, \kappa, \beta)}_5(\infty) = \infty$. Therefore the end point $0$ is $(s^{(\nu, \kappa, \beta)}_5, m^{(\nu, \kappa, \beta)}_5), 0$-regular. We consider the diffusion process $D^{(\nu, \kappa, \beta, \ast)}_5$ with generator $G^{(\nu, \kappa, \beta)}_5$ and with the end point $0$ being reflecting. Let $n^{(\nu, \kappa, \beta, \ast)}_5$ be the corresponding Lévy measure density.

(2-i) Assume $\nu = 0$. Since $D^{(\nu, \kappa)}_5 h^{(0, \kappa, \beta)}_5(0) = -1/2$ by [7, Problem 17, p. 279] and recursion (see [6, p. 73]), (3.12) and (4.42) imply
\[ n^{(0, \kappa, \beta, \ast)}_5(\xi) = \frac{\kappa}{4 \sinh(\kappa \xi)} e^{(\kappa - \beta)\xi}. \]

(2-ii) Assume $-1 < \nu < 0$. Since $h^{(\nu, \kappa, \beta)}_5(0) = \Gamma(|\nu|)/2$, (3.10) and (4.41) lead to
\[ n^{(\nu, \kappa, \beta, \ast)}_5(\xi) = 2^{-|\nu| - 2} \Gamma(|\nu| + 1) \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{|\nu| + 1} e^{(\kappa + 1 - \beta)\xi}. \]

(2-iii) Assume $0 < \nu < 1$. Since $D^{(\nu, \kappa)}_5 h^{(\nu, \kappa, \beta)}_5(0) = -\Gamma(1 + \nu)/2$ by recursion (see [6, p. 73]), (3.12) and (4.42) imply
\[ n^{(\nu, \kappa, \beta, \ast)}_5(\xi) = 2^{-\nu - 2} \Gamma(\nu + 1) \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{\nu + 1} e^{(\kappa + 1 - \beta)\xi}. \]

By using one of the limit theorems of [1, p. 640], we see that $\lim_{\kappa \to 0} G^{(\nu, \kappa)}_2(x, \beta) = g^{(\nu)}_2(x, \beta)$, and hence $\lim_{\kappa \to 0} h^{(\nu, \kappa, \beta)}_5(x) = h^{(\nu, \beta)}_4(x)$, $\lim_{\kappa \to 0} s^{(\nu, \kappa, \beta)}_5(x) = s^{(\nu, \beta)}_4(x)$ and $\lim_{\kappa \to 0} m^{(\nu, \kappa, \beta)}_5(x) = m^{(\nu, \beta)}_4(x)$. Theorem 2.4 yields
\[ \lim_{\kappa \to 0} n^{(\nu, \kappa, \beta, \ast)}_5(\xi) = n^{(\nu, \beta, \ast)}_4(\xi). \]

(4.46) also follows from (4.34)–(4.36) and (4.43)–(4.45).
We finally consider the special case $\beta = \kappa(\nu + 1) > 0$. Then $G^{(\nu, \kappa, \beta)}_6$ reduces to
\begin{equation}
G^{(\nu, \kappa, (\nu+1))}_6 = 2x \frac{d^2}{dx^2} + 4\kappa x \frac{W_{0,|\nu|/2}(\kappa x)}{W_{0,|\nu|/2}(\kappa x)} \frac{d}{dx} \\
= 2x \frac{d^2}{dx^2} + \left\{ 1 + \kappa x \frac{K'_{|\nu|/2}(\kappa x)}{K_{|\nu|/2}(\kappa x)} \right\} \frac{d}{dx},
\end{equation}
where we used [7, Problem 19 in p. 279]. By (4.43), (4.44), and (4.45), the Lévy measure density corresponding to the inverse local time at 0 for $D^{(\nu, \kappa, (\nu+1), *)}_6$ is
\begin{equation}
(4.47) 
n^{(\nu, \kappa, (\nu+1), *)}_6(\xi) = 2^{-|\nu|-2} \Gamma(|\nu| + 1) \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{|\nu|+1}.
\end{equation}

**Example 4.6** (Squared radial Ornstein–Uhlenbeck process). Let us consider the following diffusion operator on $I = (0, \infty)$:
\begin{equation}
G^{(\nu, \kappa)}_6 = 2x \frac{d^2}{dx^2} + (2\nu + 2 + 2\kappa x) \frac{d}{dx},
\end{equation}
where $-\infty < \nu < \infty$ and $\kappa > 0$. This is also a squared radial Ornstein–Uhlenbeck operator, and the scale function $s^{(\nu, \kappa)}_6$ and the speed measure $m^{(\nu, \kappa)}_6$ are given by
\begin{align*}
ds^{(\nu, \kappa)}_6(x) &= x^{-\nu-1} e^{-\kappa x} dx, \\
dm^{(\nu, \kappa)}_6(x) &= 2^{-1} x^{\nu} e^{\kappa x} dx.
\end{align*}
The killing measure is null. The end point 0 is:
- **an** $(s^{(\nu, \kappa)}_6, m^{(\nu, \kappa)}_6, 0)$-entrance point if $\nu \geq 0$,
- $(s^{(\nu, \kappa)}_6, m^{(\nu, \kappa)}_6, 0)$-regular if $-1 < \nu < 0$,
- **an** $(s^{(\nu, \kappa)}_6, m^{(\nu, \kappa)}_6, 0)$-exit point if $\nu \leq -1$.

Further
\begin{equation}
(4.48) \quad \int_0^1 \left\{ s^{(\nu, \kappa)}_6(1) - s^{(\nu, \kappa)}_6(x) \right\}^2 dm^{(\nu, \kappa)}_6(x) < \infty \iff |\nu| < 1.
\end{equation}
The end point $\infty$ is $(s^{(\nu, \kappa)}_6, m^{(\nu, \kappa)}_6, 0)$-natural for all $\nu$ and
\begin{equation}
(4.49) \quad s^{(\nu, \kappa)}_6(\infty) < \infty.
\end{equation}

Let $D^{(\nu, \kappa)}_6$ be the diffusion process on $I$ with generator $G^{(\nu, \kappa)}_6$, and with the end point 0 being absorbing if $-1 < \nu < 0$. We denote by $p^{(\nu, \kappa)}_6(t, x, y)$ the transition probability density with respect to $dm^{(\nu, \kappa)}_6$. It is known (see [1, p. 142]) that
\begin{equation}
(4.50) \quad p^{(\nu, \kappa)}_6(t, x, y) = \frac{\kappa}{\sinh(\kappa t)} (xy)^{-\nu/2} \exp \left\{ -\kappa(\nu + 1)t - \frac{\kappa e^{\kappa t}(x + y)}{2\sinh(\kappa t)} \right\} I_{|\nu|} \left( \frac{\kappa \sqrt{xy}}{\sinh(\kappa t)} \right).
\end{equation}
By (4.50),

\begin{equation}
\lim_{\kappa \to 0} p_6^{(\nu,\kappa)}(t, x, y) = p_4^{(\nu)}(t, x, y).
\end{equation}

Since \( \lim_{\kappa \to 0} s_6^{(\nu,\kappa)}(x) = s_4^{(\nu)}(x) \) and \( \lim_{\kappa \to 0} m_6^{(\nu,\kappa)}(x) = m_4^{(\nu)}(x) \) for \( x \in I \), (4.51) also follows from Lemma 5.2 of [8].

In the same way as for (4.41) and (4.42), we find that if \(-1 < \nu < 0\),

\begin{equation}
\lim_{x, y \to 0} D^{-1} \int s_6^{(\nu,\kappa)}(x) D^{2} s_6^{(\nu,\kappa)}(y) p_6^{(\nu,\kappa)}(x, y)
\end{equation}

\begin{equation}
= 2^{-|\nu|} \frac{|\nu|}{1} \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{|\nu|+1} e^{-\kappa (|\nu|+1) \xi},
\end{equation}

while if \( \nu \geq 0 \),

\begin{equation}
\lim_{x, y \to 0} p_6^{(\nu,\kappa)}(x, y) = 2^{-\nu} \frac{1}{1} \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{\nu+1} e^{-\kappa (\nu+1) \xi}.
\end{equation}

For \( \alpha > 0 \) we denote by \( g_{6,1}^{(\nu,\kappa)}(x, \alpha) \), \( i = 1, 2 \), the functions satisfying (2.11)-(2.15) with \( s = s_6^{(\nu,\kappa)} \), \( m = m_6^{(\nu,\kappa)} \) and \( k = 0 \). It is known (see [1, p. 142]) that

\begin{equation}
g_{6,1}^{(\nu,\kappa)}(x, \alpha) = \frac{\alpha^{\nu/2}}{2^{\nu/2} \Gamma(\nu+1/2)} x^{\nu+1/2} e^{-\kappa x/2} M_{\nu-1}^{-\nu+1} (\kappa x),
\end{equation}

\begin{equation}
g_{6,2}^{(\nu,\kappa)}(x, \alpha) = \frac{\kappa^{\nu/2}}{2^{\nu/2} \Gamma(\nu+1/2)} x^{\nu+1/2} e^{-\kappa x/2} \left( \frac{\nu}{\nu+2} + 1 \right) x^{\nu+1/2} W_{\nu-1}^{-\nu+1} (\kappa x).
\end{equation}

Now we consider the Lévy measure densities corresponding to the inverse local time at the end point 0.

In the following we assume \(-1 < \nu < 1\). Then the end point 0 is \((s_6^{(\nu,\kappa)}, m_6^{(\nu,\kappa)}, 0)-\)regular or \((s_6^{(\nu,\kappa)}, m_6^{(\nu,\kappa)}, 0)-\)entrance \textbf{point}, and (2.6) is satisfied in view of (4.48).

1. For \( \beta > 0 \), we put \( h_6^{(\nu,\kappa,\beta)}(x) = (\beta/2)^{\nu/2} g_{6,2}^{(\nu,\kappa)}(x, \beta) \) and denote by \( G_6^{(\nu,\kappa,\beta)} \) the harmonic transform of \( G_6^{(\nu,\kappa)} \) based on \( h_6^{(\nu,\kappa,\beta)} \in H_6^{(\nu,\kappa,\beta)} \), \( m_6^{(\nu,\kappa,\beta)}, 0, \beta \), that is,

\begin{equation}
G_6^{(\nu,\kappa,\beta)} = 2 \pi d^2\frac{d}{dx} + 4 \kappa x \frac{\nu}{\nu+1} \frac{1}{\sinh(\kappa x)} dW - \frac{\nu+1}{\nu} \frac{1}{\sinh(\kappa x)} dx.
\end{equation}

The scale function \( s_6^{(\nu,\kappa,\beta)} \) and the speed measure \( m_6^{(\nu,\kappa,\beta)} \) are given by

\begin{equation}
d s_6^{(\nu,\kappa,\beta)}(x) = h_6^{(\nu,\kappa,\beta)}(x)^{-2} d s_6^{(\nu,\kappa)}(x), \hspace{1cm} d m_6^{(\nu,\kappa,\beta)}(x) = h_6^{(\nu,\kappa,\beta)}(x)^2 d m_6^{(\nu,\kappa)}(x).
\end{equation}
By Proposition 3.3, (3.6) or (3.7) is satisfied, and \( s_0^{(\nu,\kappa,\beta)}(\infty) = \infty \). The end point 0 is \((s_0^{(\nu,\kappa,\beta)}, m_0^{(\nu,\kappa,\beta)}, 0)\)-regular. We consider the diffusion process \( D_6^{(\nu,\kappa,\beta)} \) with generator \( \mathcal{G}_6^{(\nu,\kappa,\beta)} \) and with the end point 0 being reflecting. Let \( n_6^{(\nu,\kappa,\beta)} \) be the corresponding Lévy measure density.

1-1) Assume \( \nu = 0 \). Since \( D_6^{(\nu,\kappa,\beta)}(0) = -1/2 \) by [7, Problem 17, p. 279] and recursion (see [6, p. 73]), (3.12) and (4.53) imply

\[
(4.54) \quad n_6^{(\nu,\kappa,\beta)}(\xi) = \frac{\kappa}{4 \sinh(\kappa \xi)} e^{(-\kappa - \beta) \xi}.
\]

1-2) Assume \(-1 < \nu < 0\). Since \( h_6^{(\nu,\kappa,\beta)}(0) = \Gamma(|\nu|)/2 \), (3.10) and (4.52) lead to

\[
(4.55) \quad n_6^{(\nu,\kappa,\beta)}(\xi) = 2^{-|\nu| - 2} \Gamma(|\nu| + 1) \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{|\nu| + 1} e^{(-\kappa(\nu + 1) - \beta) \xi}.
\]

1-3) Assume \( 0 < \nu < 1 \). Since \( D_6^{(\nu,\kappa,\beta)}(0) = -\Gamma(\nu + 1)/2 \) by recursion (see [6, p. 73]), (3.12) and (4.53) imply

\[
(4.56) \quad n_6^{(\nu,\kappa,\beta)}(\xi) = 2^{-\nu - 2} \Gamma(\nu + 1) \left( \frac{\kappa}{\sinh(\kappa \xi)} \right)^{\nu + 1} e^{(-\kappa(\nu + 1) - \beta) \xi}.
\]

By one of the limit theorems of [1, p. 640], we get \( \lim_{\kappa \to 0} g_{6,2}^{(\nu,\kappa)}(x, \beta) = g_4^{(\nu)}(x, \beta) \), and hence \( \lim_{\kappa \to 0} s_6^{(\nu,\kappa,\beta)}(x) = s_4^{(\nu)}(x) \) and \( \lim_{\kappa \to 0} m_6^{(\nu,\kappa,\beta)}(x) = m_4^{(\nu)}(x) \). By Theorem 2.4,

\[
\lim_{\kappa \to 0} n_6^{(\nu,\kappa,\beta)}(\xi) = n_4^{(\nu,\beta)}(\xi).
\]

This also follows from (4.34)–(4.36) and (4.54)–(4.56).

2) Since \( s_6^{(\nu,\kappa)}(\infty) < \infty \) by (4.49), Proposition 3.4 leads to a special case corresponding to \( \beta = 0 \). Put \( h_6^{(\nu,\kappa,0)}(x) = \{ s_6^{(\nu,\kappa)}(\infty) - s_6^{(\nu,\kappa)}(x) \}/\{ s_6^{(\nu,\kappa)}(\infty) - s_6^{(\nu,\kappa)}(1) \} \). Denote by \( \mathcal{G}_6^{(\nu,\kappa,0)} \) the harmonic transform of \( \mathcal{G}_6^{(\nu,\kappa)} \) based on \( h_6^{(\nu,\kappa,0)} \) in \( \mathcal{H}_{s_6^{(\nu,\kappa)}, m_6^{(\nu,\kappa)}, 0, 0} \), that is,

\[
\mathcal{G}_6^{(\nu,\kappa,0)} = 2x \frac{d^2}{dx^2} + \left( 2\nu + 2 + \kappa x - \frac{4x^{-\nu}e^{-\kappa x}}{\int_0^\infty y^{-(\nu + 1)}e^{-\kappa y} dy} \right) \frac{d}{dx}.
\]

The scale function \( s_6^{(\nu,\kappa,0)} \) and the speed measure \( m_6^{(\nu,\kappa,0)} \) are given by

\[
ds_6^{(\nu,\kappa,0)}(x) = h_6^{(\nu,\kappa,0)}(x)^{-2} ds_6^{(\nu,\kappa)}(x), \quad dm_6^{(\nu,\kappa,0)}(x) = h_6^{(\nu,\kappa,0)}(x)^2 dm_6^{(\nu,\kappa)}(x).
\]

By Proposition 3.4, (3.6) or (3.7) is satisfied, and \( s_6^{(\nu,\kappa,0)}(\infty) = \infty \). The end point 0 is \((s_6^{(\nu,\kappa,0)}, m_6^{(\nu,\kappa,0)}, 0)\)-regular. We consider the diffusion process \( D_6^{(\nu,\kappa,0)} \) with generator \( \mathcal{G}_6^{(\nu,\kappa,0)} \) and with the end point 0 being reflecting. Let \( n_6^{(\nu,\kappa,0)} \) be the corresponding Lévy measure density.
(2-i) Assume $0 \leq \nu < 1$. Since $D_{s_6^{(\nu,\kappa)}} h_6^{(\nu,\kappa,0)}(0) = -\{s_6^{(\nu,\kappa)}(\infty) - s_6^{(\nu,\kappa)}(1)\}^{-1},$
(3.12) implies

$$n_6^{(\nu,\kappa,0,*)}(\xi) = \{s_6^{(\nu,\kappa)}(\infty) - s_6^{(\nu,\kappa)}(1)\}^{-2} 2^{-\nu} \frac{1}{\Gamma(\nu + 1)} \left(\kappa \over \sinh(\kappa \xi)\right)^{\nu + 1} e^{-\kappa(\nu + 1)\xi},$$
where we used (4.52). We note that

$$\lim_{\kappa \to 0} n_6^{(\nu,\kappa,0,*)}(\xi) = 2^{-\nu} \frac{\nu^2}{\Gamma(\nu + 1)} \xi^{-\nu - 1}. \tag{4.57}$$

On the other hand,

$$\lim_{\kappa \to 0} h_6^{(\nu,\kappa,0)}(x) = x^{-\nu},$$
and hence $\lim_{\kappa \to 0} s_6^{(\nu,\kappa,0)} = s_4^{(-\nu)}$ and $\lim_{\kappa \to 0} m_6^{(\nu,\kappa,0)} = m_4^{(-\nu)}$.

In the case $0 < \nu < 1$, the end point $0$ is $(s_4^{(-\nu)}, m_4^{(-\nu)}, 0)$-regular, and hence

$$\lim_{\kappa \to 0} n_6^{(\nu,\kappa,0,*)}(\xi) = n_4^{(-\nu,*)}(\xi) = 2^{-\nu} \frac{\nu^2}{\Gamma(\nu + 1)} \xi^{-\nu - 1}.$$ 

This shows (4.57) with $0 < \nu < 1$.

In the case $\nu = 0$, the end point $0$ is $(s_4^{(0)}, m_4^{(0)}, 0)$-regular and hence the local time at the end point $0$ does not exist.

(2-ii) Assume $-1 < \nu < 0$. Since $n_6^{(\nu,\kappa,0)}(0) \in (0, \infty)$, by (3.10) and (4.52) we get

$$n_6^{(\nu,\kappa,0,*)}(\xi) = h_6^{(\nu,\kappa,0)}(0)^2 2^{-|\nu|} \frac{|\nu|}{\Gamma(|\nu|)} \left(\kappa \over \sinh(\kappa \xi)\right)^{|\nu| + 1} e^{-\kappa(\nu + 1)\xi}. \tag{4.58}$$

As $\lim_{\kappa \to 0} h_6^{(\nu,\kappa,0)}(x) = 1$, we have $\lim_{\kappa \to 0} s_6^{(\nu,\kappa,0)}(x) = s_4^{(\nu)}$ and $\lim_{\kappa \to 0} m_6^{(\nu,\kappa,0)}(x) = m_4^{(\nu)}$. By Theorem 2.4 and (4.33),

$$\lim_{\kappa \to 0} n_6^{(\nu,\kappa,0,*)}(\xi) = n_4^{(\nu,*)}(\xi) = 2^{-|\nu|} \frac{|\nu|}{\Gamma(|\nu|)} \xi^{-|\nu| - 1}.$$ 

This also follows from (4.58).

**Example 4.7** (Brownian motion). Let us consider the following diffusion operator on $I = (0, a)$, where $0 < a < \infty$:

$$G_t^{(a)} = \frac{1}{2} \frac{d^2}{dx^2}.$$
This is the generator of Brownian motion on $(0, a)$, and the scale function $s_t^{(a)}$ and the speed measure $m_t^{(a)}$ are given by

$$ds_t^{(a)}(x) = dx, \quad dm_t^{(a)}(x) = 2 \, dx.$$ 

The killing measure is null. The end points $0$ and $a$ are both $(s_t^{(a)}, m_t^{(a)}, 0)$-regular.
Let $\mathbb{D}^{(a)}_t$ be the Brownian motion on $I$ with generator $G^{(a)}_t$, and with the end points 0 and $a$ being both absorbing. We denote by $p_t^{(a)}(t, x, y)$ the transition probability density with respect to $dm_t^{(a)}$. It is known (see [1, p. 122]) that

$$p_t^{(a)}(t, x, y) = \frac{1}{a} \sum_{n=1}^{\infty} e^{-n^2 \pi^2 t/(2a^2)} \sin(n \pi x/a) \sin(n \pi y/a)$$

$$= \int_{(0, \infty)} e^{-\lambda} \psi_t^{(a)}(x, \lambda) \psi_t^{(a)}(y, \lambda) \, d\sigma_t^{(a)}(\lambda),$$

where

$$\psi_t^{(a)}(x, \lambda) = \frac{a}{n\pi} \sin(n \pi x/a), \quad d\sigma_t^{(a)}(\lambda) = \sum_{n=1}^{\infty} \frac{n^2 \pi^2}{a^3} \delta_{\lambda_n}(d\lambda),$$

$\lambda_n = n^2 \pi^2/(2a^2)$, and $\delta_p(d\lambda)$ is the unit measure concentrated at $p$. For $\alpha > 0$, we denote by $g_t^{(a)}(x, \alpha)$, $i = 1, 2$, the function satisfying (2.11)–(2.15) with $s = s_t^{(a)}$, $m = m_t^{(a)}$, and $k = 0$. It is easy to see that

$$g_{t,1}^{(a)}(x, \alpha) = e^{\sqrt{2\pi}x} - e^{-\sqrt{2\pi}x}, \quad g_{t,2}^{(a)}(x, \alpha) = e^{\sqrt{2\pi}(a-x)} - e^{-\sqrt{2\pi}(a-x)}.$$

Now we consider the Lévy measure densities corresponding to the inverse local time at the end point 0. For $\beta > 0$ we put $h_t^{(a)}(x) = C g_{t,2}^{(a)}(x, \beta)$, where $C = g_{t,2}^{(a)}(0, \beta)^{-1}$ and denote by $G_t^{(a, \beta)}$ the harmonic transform of $G_t^{(a)}$ based on $h_t^{(a, \beta)} \in H_{s_t^{(a)}, m_t^{(a)}, 0, \beta}$, that is,

$$G_t^{(a, \beta)} = \frac{1}{2} \frac{d^2}{dx^2} - \sqrt{2\beta} \frac{e^{2\sqrt{2\pi}(a-x)} + 1}{e^{2\sqrt{2\pi}(a-x)} - 1} \frac{d}{dx},$$

which is (1.9). The scale function $s_t^{(a, \beta)}$ and the speed measure $m_t^{(a, \beta)}$ are given by

$$ds_t^{(a, \beta)}(x) = h_t^{(a, \beta)}(x)^{-2} d\sigma_t^{(a)}(x), \quad dm_t^{(a, \beta)}(x) = h_t^{(a, \beta)}(x)^2 d\sigma_t^{(a)}(x).$$

Since $h_t^{(a)}(0) = 1$, by Proposition 3.3, (3.6) is satisfied, and $s_t^{(a, \beta)}(a) = \infty$. The end point 0 is $(G_t^{(a, \beta)}, m_t^{(a, \beta)}, 0)$-regular. We consider the diffusion process $\mathbb{D}_t^{(a, \beta, \cdot)}$ with generator $G_t^{(a, \beta)}$ and with the end point 0 being reflecting. Let $n_t^{(a, \beta, \cdot)}$ be the corresponding Lévy measure density. By (3.9),

$$n_t^{(a, \beta, \cdot)}(\xi) = e^{-\beta \xi} \int_{(0, \infty)} e^{-\xi \lambda} \, d\sigma_t^{(a)}(\lambda) = e^{-\beta \xi} \sum_{n=1}^{\infty} e^{-\xi \lambda_n} \frac{n^2 \pi^2}{a^3}.$$

This shows (1.10).
We note that
\begin{equation}
\lim_{a \to \infty} n_{\gamma}^{(a,\beta,\bf{\epsilon})}(\xi) = \sqrt{\pi/2} e^{-\beta \xi} \xi^{-3/2}.
\end{equation}

Indeed, for $\Lambda > 0$,
\[
\int_{(0,\Lambda]} d\sigma_{\gamma}(\lambda) = \frac{\pi^2}{a^2} \sum_{n, \lambda_n \leq \Lambda} n^2 = \frac{\pi^2}{a^2} \sum_{n=1}^{\Lambda_0} n^2 = \frac{\pi^2}{a^2} \left( \frac{1}{3} \Lambda_0^3 + \frac{1}{2} \Lambda_0^2 + \frac{1}{6} \Lambda_0 \right)
\]
\[
\to \frac{2\sqrt{2}}{3\pi} \Lambda^{3/2} \text{ as } a \to \infty,
\]
where $\Lambda_0$ indicates the integral part of $\sqrt{2}\Lambda a/\pi$. Thus we have (4.59). We can also show (4.59) by using Theorem 2.4. Here is a proof. Let us consider the diffusion operator
\[
\mathcal{G}_{\gamma}^{(\tau,\beta)} = \frac{1}{2} \frac{d^2}{dx^2} - \sqrt{2\beta} \frac{d}{dx}.
\]
The scale function $s_{\gamma}^{(\tau,\beta)}$ and the speed measure $m_{\gamma}^{(\tau,\beta)}$ are given by
\[
ds_{\gamma}^{(\tau,\beta)}(x) = e^{2\sqrt{2\beta}x} dx, \quad dm_{\gamma}^{(\tau,\beta)}(x) = 2e^{-2\sqrt{2\beta}x} dx.
\]
The killing measure is null. The end point 0 is $(s_{\gamma}^{(\tau,\beta)}, m_{\gamma}^{(\tau,\beta)}, 0)$-regular. Let $\mathbb{D}_{\gamma}^{(\tau,\beta,\star)}$ be the diffusion process on $(0, \infty)$ with generator $\mathcal{G}_{\gamma}^{(\tau,\beta)}$, and with the end point 0 being reflecting. We denote by $n_{\gamma}^{(\tau,\beta,\star)}(\xi)$ the corresponding Lévy measure density. By using [10, Example 6.1] and (2.24), we have
\[
n_{\gamma}^{(\tau,\beta,\star)}(\xi) = \int_{\beta}^{\infty} e^{-\lambda \xi} \sigma_{\gamma}^{(\tau,\beta)}(\lambda) d\lambda = \sqrt{\pi/2} e^{-\beta \xi} \xi^{-3/2}.
\]
As $\lim_{a \to \infty} h_{\gamma}^{(a,\beta)}(x) = e^{-\sqrt{2\beta}x}$, $\lim_{a \to \infty} s_{\gamma}^{(a,\beta)}(x) = s_{\gamma}^{(\tau,\beta)}(x)$, and $\lim_{a \to \infty} m_{\gamma}^{(a,\beta)}(x) = m_{\gamma}^{(\tau,\beta)}(x)$, by Theorem 2.4 we obtain
\[
\lim_{a \to \infty} n_{\gamma}^{(a,\beta,\star)}(\xi) = n_{\gamma}^{(\tau,\beta,\star)}(\xi).
\]
This shows (4.59).
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